Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

Effect Detection
Failure Mode / Possible Next Umbra Type of TIm for Tim Path for Time to Time to Detect
FMEA ID Name Function .. oo i Phase Local ) Mission . Severity Observable :How Observed? . . ) . Detect
Limit / Constraint Causes Higher Violation i FM Diagnosis Diagnosis (Local) (System)
Column Heading Definition
FMEA ID Unique ID for each failure mode
Name HW or SW element name
Function What function does the failed element perform?
Failure Mode/Limit/Constraint Specific failure mode, i.e., sensor failure, SW error, electronic part failure
Possible Causes Credible causes for failure, i.e., radiation upset on FPGA
Phase See Table | in legend
Effects What are the effects of the failures at various levels? List N/A if effect level does not apply
Local Effect on the failed element
Next Higher Effect of failed element on subsystem/instrument
Mission Effect of failed element on mission
Umbra Violation Is there an effect that can lead to umbra violation?
Severity See Table Il in legend
Type of FM Active, Passive, None
Detection
Observable Yes/No
How Observed? How is the fault observed (narrative) / Who observes the fault (HW, FSW, Autonomy, Ground)?
TIm for diagnosis Telemetry needed for diagnosis of fault
TIm path for diagnosis Where does the telemetry come from, who it is sent to/through
Time to Detect (Local) Time detect locally (is this persistence)
Time to Detect (System) Time to detect at system level (is this persistance?)
Response
Response Level Local, System, Instrument, or, None*
Desired local response Narrative description of desired action taken locally at subsystem/instrument level
Allocation of local response Who responds locally? HW, FSW, Autonomy, Ground
Time to Transmit Signal How long does it take before local response begins?
Time to Fix Locally Time to fix for local response
Desired SC response Narrative description of desired action taken at system level
Allocation of SC response Who responds locally? HW, FSW, Autonomy, Ground
Time to Transmit Signal How long does it take before system response begins?
Time to Fix System Time to fix for system response
Ground Response/Contingency Ground response needed (narrative); ideas for steps in contingency plans
Quick Look Response
System Side Switch Binary indication that system side switch occurs
Processor Switch Binary indication that processor switch occurs
Safe Mode Binary indication that SC enters Safe Mode as response to fault
Notes:
Indicates column instrument teams need to fill in
* for instrument teams please list "instrument" if there is fault management internal to your instrument that will respond to fault condition, list
"system" if you want the spacecraft to respond using one of the pre-determined rules
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Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

Response Quick Look
. . . . X Time to . Allocation of . Time to
3 Failure Mode / Desired Local iAllocation of Locali Time to fix . Desired SC Time to . Ground Response/: System Processor Safe
FMEA ID Name Function L. . Response Level Transmit System . Transmit . . ) )
i Limit / Constraint Response Response locally ) response fix system ) Contingency Side Switch Switch Mode
Signal Response Signal

Column Heading

Definition

FMEA ID Unique ID for each failure mode
Name HW or SW element name
Function What function does the failed element perform?

Failure Mode/Limit/Constraint

Specific failure mode, i.e., sensor failure, SW error, electronic part failure

Possible Causes

Credible causes for failure, i.e., radiation upset on FPGA

Phase See Table | in legend
Effects What are the effects of the failures at various levels? List N/A if effect level does not apply
Local Effect on the failed element
Next Higher Effect of failed element on subsystem/instrument
Mission Effect of failed element on mission
Umbra Violation Is there an effect that can lead to umbra violation?
Severity See Table Il in legend
Type of FM Active, Passive, None
Detection
Observable Yes/No

How Observed?

How is the fault observed (narrative) / Who observes the fault (HW, FSW, Autonomy, Ground)?

TIm for diagnosis

Telemetry needed for diagnosis of fault

TIm path for diagnosis

Where does the telemetry come from, who it is sent to/through

Time to Detect (Local)

Time detect locally (is this persistence)

Time to Detect (System)

Time to detect at system level (is this persistance?)

Response

Response Level

Local, System, Instrument, or, None*

Desired local response

Narrative description of desired action taken locally at subsystem/instrument level

Allocation of local response

Who responds locally? HW, FSW, Autonomy, Ground

Time to Transmit Signal

How long does it take before local response begins?

Time to Fix Locally

Time to fix for local response

Desired SC response

Narrative description of desired action taken at system level

Allocation of SC response

Who responds locally? HW, FSW, Autonomy, Ground

Time to Transmit Signal

How long does it take before system response begins?

Time to Fix System

Time to fix for system response

Ground Response/Contingency

Ground response needed (narrative); ideas for steps in contingency plans

Quick Look Response

System Side Switch

Binary indication that system side switch occurs

Processor Switch

Binary indication that processor switch occurs

Safe Mode

Binary indication that SC enters Safe Mode as response to fault

Notes:

Indicates column instrument teams need to fill in

* for instrument teams please list "instrument" if there is fault management internal to your instrument that will respond to fault condition, list
"system" if you want the spacecraft to respond using one of the pre-determined rules
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Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

Operational Phase

L Launch

M Commision

E Encounter

C Cruise

Severity
1 Failure modes that could result in serious injury, loss of life, or loss of spacecraft.
. Failure modes of identical or equivalent redundant hardware or software elements that

1R Catastrophic . . .
could result in Category 1 effects if all failed.
Failure in a safety or hazard monitoring system that could cause the system to fail to detect

1S a hazardous condition or fail to operate during such condition and lead to Category 1
consequences.

2 Failure modes that could result in loss of three or more mission objectives

. Failure modes of identical or equivalent redundant hardware or software that could result in Category 2

2R Critical . .
effects if all failed.
Failure in a safety or hazard monitoring system that could cause the system to fail to detect a

2S . : ’ "
hazardous condition or fail to operate during such condition and lead to Category 2 consequences.

3 Significant Failure modes that could cause loss to any mission objectives.

4 Minor Failure modes that could result in insignificant or no loss to mission objectives
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Subject Matter

Geff Ottman (Avionics)
Richard Nichols (initial PDU)

Notes: Yellow highlighted blocks are redundant
components. Components are listed for completeness,

Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

Expert(s): but failure mode and FMEA information is only displayed
Sam Sawada (PDU) N N
in the first copy of the component.
Effect Detection Method
FMEA ID Name Function Failure Mode / Limit Possible Causes Phase Local Next Higher Mission Umbra Violation Type of FM Observable How Observed? ; TIm for Diagnosis Tim Path for Time to Detect : Time to Detect
/ Constraint Severity Diagnosis (Local) (System)
AV-1 Redundant Proc Module
AV-11 Avionics Redundancy
Controller
AV-1.1.1 Processor A (Prime)
If switchover
doesn't happen
i . p.p Hot spare would
1) failed power supply . within required o
. : Hot spare or ARC would recognize . see it via software,
2) software hangs No way to recongnize failure, ;. R Loss of redundancy for  iamount of time, .
AV-1.1.1.a No output N . all s . issue and ARC demotes Prime, N 2R Active yes ARC acknowledge
3) hardware failure (chips, so it'd just keep going ) . causes 1 & 3 but system is . .
making Hot Spare Prime R timer on Prime
connectors, FPGA, etc.) designed to would trigger
handle this 88
situation
If switchover
doesn't happen
1) LVDS driver is flaky . L e p,p Hot spare would
. Might get feedback from Hot spare would recognize issue within required o
Incorrect 2) SWissues SpaceWire (either no data (error detection on data transfer) amount of time, see it via software,
AV-1.1.1.b . 3) Communications path P ) N Loss of redundancy o 2R Active yes ARC watchdog
output/timing . return or bad data return). and ARC demotes Prime, making but system is . .
connector/harness issue X ) timer on Prime
N . . May self-demote Hot Spare Prime designed to .
(intermittent connection) . would trigger
handle this
situation
If switchover
doesn't happen
within required
Loss of SPW Depends on SW configuration. :Autonomy would command a side amount of time, Hot spare or Prime
AV-1.1.1.c (Input?) N LVDS receiver fails ,p g. N Y Loss of redundancy . 2R Active yes P i
Timecode Prime would stay as Prime. switch. but system is would see it
designed to
handle this
situation
If switchover
1) PWB crack doesn't happen
) . Hot spare would recognize issue e p.p Hot spare would
2) Connector disconnects . . within required o
3) Converter card fails and ARC demotes Prime, making amount of time see it via software,
Av-1.1.1d Hard failure ™ Processor dies Hot Spare Prime. New Prime Loss of redundancy o 2R Active yes ARC watchdog
4) Component failing short (could but system is . .
) N would eventually turn processor R timer on Prime
look like an overcurrent, which designed to .
N off. . would trigger
could cause an overtemp issue) handle this
situation
AV-1.1.1.1 Watchdog Timer
If switchover
doesn't happen
Hot spare would recognize issue or ) within required
Failure to timeout Lose software with no wa ARC watchdog timer would time Loss of redundancy if amount of time Hot spare would
AV-11.1.1a ) 1) FPGA or LEON fails v 8 "€ {FSW branches to WDT me, ves P
(when it should) locally to recover out and ARC would demote Prime, again but system is see it or ARC WDT
making Hot Spare Prime gain- designed to
handle this
situation
If switchover
doesn't happen
Hot spare would recognize issue or within required
Timeout when it ARC watchdog timer would time amount of time, Hot spare would
AV-1.1.1.1.b B 1) FPGA fails Reboot 8 . Loss of redundancy N yes N P
shouldn't out and ARC would demote Prime, but system is see it or ARC WDT
making Hot Spare Prime designed to
handle this
situation
Switch avionics sides, detected at
SpW Router A (only . A "
. S/Cinternal communications SpW link level by autonomy rule;
Inputs one router active at ) N N . 3 Loss of redundancy Autonomy rule
_ ) fail, SpW timecode fails Prime tells ARC to switch from
a given time)
REM A to REM B
SpW Router B
Loss of SSR redundancy,
could switch to SSR 2
SSR 1 (Prime only) Couldn't access recorder Lose playback ability 5 R N/A Active
without needing to
switch REM
SSR 2 (Prime only)
No effect on spacecraft (loss of
ARC Mode Controller: Notes that Mode Controller 1 iredundancy), assuming that design .
. . . N Loss of redundancy 2R Passive
1 isn't providing data can catch all of the possible failure
modes
ARC Mode Controller
2
ARC Mode Controller
3
AV-1.1.2 Processor B (Hot)
ARC would recognize issue and
1) failed power supply demote Hot Spare, and promote
2) software hangs No way to recongnize failure, ithe Warm Spare or wrong data Loss of redundancy for . B
AV-1.1.2.a No output ) _g . all . y & R . P g . v None. 2R Active yes ARC would see it
3) hardware failure (chips, so it'd just keep going would just be outvoted (via triple icauses 1 &3
connectors, FPGA, etc.) voting). If demoted, processor
would be demoted to "failed."
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Subject Matter

Geff Ottman (Avionics)
Richard Nichols (initial PDU)

Notes: Yellow hi i blocks are r

C are listed for

Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

Expert(s): but failure mode and FMEA information is only displayed
Sam Sawada (PDU) . N
in the first copy of the component.
Response Quick Look
FMEA ID Name Function Failure Mode / Limit; Response Level Desired Local :Allocation of Local: Time to fix ;Time to Transmit; Desired System ; Allocation of Time to fix  :Time to Transmit; Ground Response / : System Side Switch : Processor Switch Safe Mode Remediation Helpful Autonomy Rule Flag Revisit Comments - KAF
/ Constraint Response Response locally Signal Response System system Signal Contingency
Response
AV-1 Redundant Proc Module
AV-11 Avionics Redundancy
Controller
AV-1.1.1 Processor A (Prime)
- Switch to 2nd set of
SW
Av-1.1.1.a No output Local Processor switch  iHW - ARC X - Cause 2 could
possibly be fixed with
reboot
AV-1.1.1.b Incorrect. . Local Processor switch  iHW - ARC X C,OUId tryto !'eboot o
output/timing fix software issue
Loss of timecode - would
Loss of SPW need to diagnose that it's
AV-1.1.1.c (Input?) ) Local Side switch HW - ARC X ' g.
Timecode not a SCIF failure, but the
LVDS receiver failing
Autonomy rule on hot
Av-1.1.1.d Hard failure Local Processor switch iHW - ARC X spare to detect hard
failure of Prime
AV-1.1.1.1 Watchdog Timer
AV-1111a Failure to timeout 4 Processor switch  {HW - ARC X X
(when it should)
Less than 10 ms
AV-111.1b Timeoutwhenit 4 i Processor switch  {HW - ARC for X X
shouldn't demote/promot
e
SpW Router A (only
Inputs one router active at X
a given time)
SpW Router B
SSR 1 (Prime only) Local Side switch Autonom X X 3 SSRs tied to each SBC, initial thought is that SBC sees error with
[ Wi
v ¢ Y v SSR and requests demotion from ARC???
SSR 2 (Prime only)
No action by ARC, but
i . ified th
ARC Mode Controller: I groun.d identified the
1 None issue this processor X
could be marked
"failed"
ARC Mode Controller:
2
ARC Mode Controller:
3
AV-1.1.2 Processor B (Hot)
Hot spare "
C 2 could bl
AV-1.1.2.a No output Local demoted to HW - ARC au_se co_u possibly
“faield" be fixed with reboot
I
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Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

Effect Detection Method
FMEA ID Name Function Failure Mode / Limit Possible Causes Phase Local Next Higher Mission Umbra Violation Type of FM Observable How Observed? : TIm for Diagnosis TIm Path for Time to Detect ;| Time to Detect
/ Constraint Severity Diagnosis (Local) (System)
| t 1) LVDS driver is flak A) Might te itself
ncorrec. . ) . riveris flaky ) Might promote i Se_ ARC would recognize issue and
output/timing 2) SW issues B) ARC acknowledge timer
— . demote Hot Spare, and promote . .
AV-1.1.2.b A)SpW->router 3) Communications path wouldn't get updated Loss of redundancy None. 2R Active yes ARC would see it
. the Warm Spare. Processor would
B) commands to ARC iconnector/harness issue C) Depends on SW et
R ) . . ) ) get demoted to "failed.
C) SW issues (intermittent connection) configuration
None. When third
Hot spare could interpret this as a processor is in
falsely failed Prime and request "Cold" standby
ARC demote Prime and promote mode, we are far
Loss of SPW R ’ . . the Hot Spare. The next Hot Spare enough from the . ARC (or next Hot
Av-1.1.2.d LVDS receiver fails Depends on SW configuration. Loss of redundanc 2R Active es
Timecode ("1PPS") P 8 would detect this as a failed Prime ¥ Sun that timing v ¥ Spare) may see it
and the ARC would rotate isn't critical and
everyone again or might switch the s/c would be
side instead. ok during the
processor reboot.
1) PWB crack ARC would recognize issue and
AV-1.1.2.e Hard failure 2) Connector disconnects Processor dies demote Hot Spare, and promote  Loss of redundancy None. 2R Active yes ARC would see it
3) Converter card fails the Warm Spare
Watchdog Timer (This is the
AV-1.1.2.1 onboard WDT; the ARC hosts a
second level WDT too)
Failure to timeout Lose software with no wa ARC would recognize issue and Loss of redundancy if
AV-1.1.2.1.a . 1) FPGA fails v demote Hot Spare, and promote  {FSW branches to WDT None. yes ARC would see it
(when it should) locally to recover .
the Warm Spare again.
Timeout when it ARC would recognize issue and
AV-1.1.2.1.b <houldn't 1) FPGA fails Reboot demote Hot Spare, and promote  |Loss of redundancy None. yes ARC would see it
the Warm Spare
AV-1.1.3 Processor C (Warm Spare)
Prime via SpW, if
1) failed power suppl
) P PRy 5 . Loss of redundancy for 1 failure is known,
2) software hangs No way to recongnize failure, .
AV-1.1.3.a No output " . all s R None. &3, 2 could possibly be  iNone. 2R None yes ground could
3) hardware failure (chips, so it'd just keep going ) N
fixed with reboot demote processor
connectors, etc.) Wi
to "failed.
Incorrect 1) LVDS driver is flak:
AV-1.1.3.b o ) . Y Depends on SW configuration. iNone. Loss of redundancy None. 2R None yes Prime via SpW
output/timing 2) SW issues
Loss of SPW . . § X X X
AV-1.1.3.c Timecode LVDS receiver fails Depends on SW configuration.iNone. Loss of redundancy None. 2R None yes Prime via SpW
1) PWB crack
AV-1.1.3.d Hard failure 2) Connector disconnects Processor dies None. Loss of redundancy None. 2R None yes Prime via SpW
3) Converter card fails
AV-1.1.3.1 Watchdog Timer
. . . Loss of redundancy if
Failure to timeout N Lose software with no way . .
AV-1.13.1.a . 1) FPGA fails None. FSW branches to WDT None. None yes Prime via SpW
(when it should) locally to recover again
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Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

Response Quick Look
FMEA ID Name Function Failure Mode / Limit: Response Level Desired Local :Allocation of Local: Time to fix :Time to Transmit: Desired System : Allocation of Time to fix  :Time to Transmit. Ground Response / : System Side Switch : Processor Switch Safe Mode Remediation Helpful Autonomy Rule Flag Revisit Comments - KAF
/ Constraint Response Response locally Signal Response System system Signal Contingency
Response
Incorrect
output/timing Hot spare SW issue could .
Prime could look for Hot
AV-1.1.2.b A)SpW->router Local demoted to HW - ARC possibly be fixed with Spare to be demoted
B) commands to ARC "faield" reboot P
C) SW issues
Loss of timecode - would
Loss of SPW need to diagnose that it's
Av-1.1.2.d Local Side switch? HW - ARC
Timecode ("1PPS") ! W not a SCIF failure, but the
LVDS receiver failing
H
. ot spare Prime could look for Hot
AV-1.1.2.e Hard failure Local demoted to HW - ARC
. Spare to be demoted
"fajeld"
Watchdog Timer (This is the
AV-1.1.2.1 onboard WDT; the ARC hosts a
second level WDT too)
Less than 10 ms
Failure to timeout Hot spare for
AV-1.1.2.1.a 3 Local demoted to HW - ARC X
(when it should) PP demote/promot
faield
e
Less than 10 ms
Timeout when it Hot spare for
AV-1.1.2.1.b X Local demoted to HW - ARC X
shouldn't . demote/promot
"faield"
e
AV-1.1.3 Processor C (Warm Spare)
N/A. No fix
ible oth
possible other No action by ARC, but
than to demote . . .
if ground identified the .
to cold spare. . . Reboot might help a
AV-1.1.3.a No output None issue this processor )
ARC SW issue
could be marked
commanded to .
i "failed"
not use this
board.
N/A. No fix
ible oth
possibie other No action by ARC, but
than to demote X . .
if ground identified the .
Incorrect to cold spare. . . Reboot might help a
AV-1.1.3.b . None issue this processor .
output/timing ARC SW issue
could be marked
commanded to .
i "failed"
not use this
board.
N/A. No fix
ible oth
possibie other No action by ARC, but
than to demote . . .
if ground identified the
Loss of SPW to cold spare. . .
AV-1.1.3.c ) None issue this processor
Timecode ARC
could be marked
commanded to .
i "failed"
not use this
board.
N/A. No fix
ible oth
possibie other No action by ARC, but
than to demote . . .
if ground identified the
; to cold spare. . . .
AV-1.1.3.d Hard failure None ARC issue this processor Loss of timecode
could be marked
commanded to .
i "failed"
not use this
board.
AV-1.1.3.1 Watchdog Timer
N/A. No fix
possible other
than to demote
AV-113.1a Failure to timeout None to cold spare. X

(when it should)

ARC
commanded to
not use this
board.
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Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

Effect : D hod
FMEA ID Name Function Failure Mode / Limit Possible Causes Phase Local Next Higher Mission Umbra Violation Type of FM Observable How Observed? : TIm for Diagnosis TIm Path for Time to Detect ;| Time to Detect
/ Constraint Severity Diagnosis (Local) (System)
Timeout when it
AV-1.1.3.1.b B 1) FPGA fails Reboot None. Loss of redundancy None. yes Prime via SpW
shouldn't
Avionics Redundancy
Controller (ARC) - Mode
AV-1.2 Controller 1 only (other MCs
would have same answers; the
three MCs are triple voted at
each processor).
1) failed power suppl! Processor reports
2; bad FPpGA PRl Invalid output to all three to autonom ‘;
AV-1.2.a No output N . processors and on-card voting iNone, due to two other MCs None None 2R Active Yes Y
3) hardware failure (chips, circuits ground a non-
connectors, etc.) responsive MC
Processor reports
to autonomy/
Invalid output to one ground a non-
AV-1.2.b Incorrect output Single LVDS driver fails processor or on-card voting  iNone, due to two other MCs None None 2R Active Maybe responsive MC or
circuit other MCs report
to processor non-
majority vote
1)Single failed MC;
1, 2, 3, and 4) Invalid output
1) PWB crack to all three processors (unique
. o Processor reports
2) Connector disconnects to individual MC) to autonomy;/
AV-1.2.c Hard failure 3) Converter fails 4) MCs are individually fused :None None None 2R Active yes round a no\:1
4) Overcurrent (required to in PDU for very large 8 .
. o e responsive MC
include a current limiter) overcurrent, MC has built-in
current limiting to mitigate
internal fault
Processor reports
to autonom
Inputs CCD Commands Failed LVDS chip None, due to triple voting None None N/A 2R Active Yes v/
ground a non-
responsive MC
Processors report
SBC Prime or hot bad triple vote.
Failed LVDS chip None, due to triple voting None None N/A 2R Active Yes p
spare commands Potential loss of
ARC MC telemetry.
Processors report
Power inputs Blown fuse, bad connector, . . . bad triple vote.
. P . None, due to triple voting None None. N/A 2R Active Yes P
(unswitched) component failure Loss of ARC MC
telemetry.
Avionics Redundancy
AV-1.3 Controller (ARC) - Mode
Controller 2
Avionics Redundancy
AV-1.4 Controller (ARC) - Mode
Controller 3
AV-2 Redundant Elec Module
AV-2.1 REM A
AvV-2.1.1 TACA
1) failed power supply connector Prime, non-
No output (hard 2; hardere failur?zc\;ﬁ s, Loss of thruster and G&C Prime tells ARC to initiate side Depends on side responsive SpW
AV-2.1.1.a N P ps, R switch, ARC switches sides of None switch and 2R Active Yes . P P
failure) connectors, etc.) control interfaces - . interface; G&C
avionics reconfig time
3) Overcurrent closed loop SW
a & b) Prime tells ARC to initiate
a) Loss of thruster and G&C . ) ) ) . . Prime, non-
N N side switch, ARC switches sides of Depends on side .
1) SpW failed control interfaces o . . responsive SpW
AV-2.1.1.b Incorrect output ) N . avionics. None switch and 2R Active Yes .
2) LVDS receiver fails b) Thruster or reaction wheel . . _— interface; G&C
b only) Time to detect is much reconfig time
stuck on . closed loop SW
higher than a.
Prime, non-
Prime tells ARC to initiate side Depends on side .
o . Loss of thruster and G&C N N N . . responsive SpW
AV-2.1.1.c Incorrect timing Bad board oscillator . switch, ARC switches sides of None switch and 2R Active Yes .
control interfaces avionics reconfie time interface; G&C
s closed loop SW
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Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

Quick Look
FMEA ID Name Function Failure Mode / Limit System Side Switch : Processor Switch Safe Mode Remediation Helpful Autonomy Rule Flag Revisit Comments - KAF
/ Constraint
N/A. No fix
possible other
than to demote
AV-1.1.3.1.b Tlmenut' when it Local Processor reboot iHW - ARC to cold spare. X
shouldn't ARC
commanded to
not use this
board.
Avionics Redundancy
Controller (ARC) - Mode
AV-1.2 Controller 1 only (other MCs
would have same answers; the
three MCs are triple voted at
each processor).
Processor flags N
faulted MC for :l"/:(.):u fix, MC
AV-1.2.a No output Local ground, but it will iHW - ARC .
unswictched
be out voted so no ower services
other action taken P :
Processor flags N
faulted MC for :l"/:(.):u fix, MC
AV-1.2.b Incorrect output Local ground, but it will iHW - ARC .
unswictched
be out voted so no N
. power services.
other action taken
Processor flags
N/A. No fix, MC
faulted MC for ar/e ono ks
AV-1.2.c Hard failure Local ground, but it will iHW - ARC .
unswictched
be out voted so no .
R power services.
other action taken
Processor flags
faulted MC for
Inputs CCD Commands Local ground, but it will iHW - ARC
be out voted so no
other action taken
Processor flags
faulted MC for
SBC Prime or hot
Local ground, but it will iHW - ARC
spare commands
be out voted so no
other action taken
Processor flags
Power inputs faulted MC for
. P Local ground, but it will iHW - ARC
(unswitched)
be out voted so no
other action taken
Avionics Redundancy
AV-1.3 Controller (ARC) - Mode
Controller 2
Avionics Redundancy
AV-1.4 Controller (ARC) - Mode
Controller 3
AV-2 Redundant Elec Module
AV-2.1 REM A
AV-2.1.1 TACA
. Try power cycle
No output (hard Prime requests
AV-2.1.1.a N put( Local R a B HW - ARC Side switchover X during check-out or
failure) ARC side switch
ground contact
Prime requests
ARC side switch HW - ARC Try power cycle
AV-2.1.1b Incorrect output Local Side switchover X during check-out or
ground contact
Prime requests
. 3 HW - ARC Try power cycle
o ARC side switch . B N
AV-2.1.1.c Incorrect timing Local Side switchover X during check-out or
ground contact
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Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

Effect Detection Method
FMEA ID Name Function Failure Mode / Limit Possible Causes Phase Local Next Higher Mission Umbra Violation Type of FM Observable How Observed? : TIm for Diagnosis Tim Path for Time to Detect | Time to Detect
/ Constraint Severity Diagnosis (Local) (System)
Prime, non-
Prime tells ARC to initiate side Depends on side R
. Loss of thruster and G&C ) . ) . . responsive SpW
Inputs SpaceWire R switch, ARC switches sides of None switch and 2R Active Yes .
control interfaces - . interface; G&C
avionics reconfig time
closed loop SW
Prime, non-
Prime tells ARC to initiate side Depends on side R
. . . . N . responsive SpW
Propulsion bus Loss of thrusters switch, ARC switches sides of None switch and 2R Active Yes .
- . interface; G&C
avionics reconfig time
closed loop SW
Prime, non-
G&C component Prime tells ARC to initiate side Depends on side responsive SOW
P Loss of G&C control interfaces iswitch, ARC switches sides of None switch and 2R Active Yes . P P
data - . interface; G&C
avionics reconfig time
closed loop SW
Prime, non-
Prime tells ARC to initiate side Depends on side .
Loss of thruster and G&C ) . ) . . responsive SpW
Secondary power R switch, ARC switches sides of None switch and 2R Active Yes .
control interfaces - . interface; G&C
avionics reconfig time
closed loop SW
AV-2.1.2 SSRA
AV-2.1.2.a Locks up/resets Bad FPGA Loss of SSR data ? (ongoing trade) None. None Yes Prime via SpW
1) PWB crack
AV-2.1.2.b Hard failure 2) Connector disconnects Loss of SSR data ? (ongoing trade) None. None Yes Prime via SpW
3) Converter fails
Inputs SpaceWire Loss of SSR data ? (ongoing trade) None. None Yes Prime via SpW
Secondary power Loss of SSR data ? (ongoing trade) None. None Yes Prime via SpW
AV-2.1.2.1 Memory
File system on
AV-2.1.2.1.a Memory IC failure Bad part Loss of some SSR data ? (ongoing trade) None. None Yes Prime would
notice bad sector
AV-2.1.3 SSR B
AV-2.1.4 SpW Router A
Consider reinitializatin of SCIF, but .
otherwise Prime tells ARC to Depends on side
AV-2.1.4.a No output Failed FPGA Loss of SpW connectivity Lo N . ) None switch and 2R Active Yes Prime via SpW
initiate side switch, ARC switches o
. - reconfig time
sides of avionics
Prime tells ARC to initiate side Depends on side
AV-2.1.4.b Incorrect output Failed FPGA Bad data switch, ARC switches sides of None switch and 2R Active Yes Prime via SpW
avionics reconfig time
Prime tells ARC to initiate side Depends on side
AV-2.1.4.c Incorrect timing Failed FPGA Bad data switch, ARC switches sides of None switch and 2R Active Yes Prime via SpW
avionics reconfig time
Consider reinitializatin of SCIF, but .
otherwise Prime tells ARC to Depends on side
Inputs SpaceWire Loss of SpW connectivity L N . ) None switch and 2R Active Yes Prime via SpW
initiate side switch, ARC switches o
. o reconfig time
sides of avionics
Consider reinitializatin of SCIF, but .
otherwise Prime tells ARC to Depends on side
Bus voltage Loss of SpW connectivity . . R X None switch and 2R Active Yes Prime via SpW
initiate side switch, ARC switches o
. - reconfig time
sides of avionics
Will detect incorrect input
. Router continues functioning :ielsewhere (depending on what the
Incorrect input N ,
normally input was and where it was routed
to)
Bad input
AV-2.1.5 SCIF A
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Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

Response Quick Look
FMEA ID Name Function Failure Mode / Limit: Response Level Desired Local :Allocation of Local: Time to fix :Time to Transmit: Desired System ; Allocation of Time to fix  :Time to Transmit: Ground Response / : System Side Switch : Processor Switch Safe Mode Remediation Helpful Autonomy Rule Flag Revisit Comments - KAF
/ Constraint Response Response locally Signal Response System system Signal Contingency
Response
Prime requests
A:C s'deqsu itch HW - ARC Try power cycle
I WI
Inputs SpaceWire Local Side switchover X during check-out or
ground contact
Prime requests
ARC side switch HW - ARC Try power cycle
I WI
Propulsion bus Local Side switchover X during check-out or
ground contact
Prime requests
. . HW - ARC Try power cycle
G&C component ARC side switch . ) .
data Local Side switchover X during check-out or
ground contact
Prime requests
A:C s'deqsu itch HW - ARC Try power cycle
I WI
Secondary power Local Side switchover X during check-out or
ground contact
AV-2.1.2 SSR A
3 SSRs tied to each
SBC, initial thought
) g SSR switchover;
AV-2.1.2.a Locks up/resets Local is that SBC sees Processor File system Try power cycle X
e P error with SSR and v yp 4
X mount
requests demotion
from ARC???
3 SSRs tied to each
SBC, initial thought
s th;t ISl‘%C see:g SSR switchover;
I
AV-2.1.2.b Hard failure Local . Processor File system Try power cycle X
error with SSR and
. mount
requests demotion
from ARC???
3 SSRs tied to each
SBC, initial thought
s th;t ISl‘3C see:g SSR switchover;
. i y
Inputs SpaceWire Local error with SSR and Processor File system Try power cycle X
. mount
requests demotion
from ARC???
3 SSRs tied to each
SBC, initial though
o initial thought SSR switchover;
Secondary power Local is that SBC sees Processor File system Try power cycle X
Y error with SSR and v 'P i
. mount
requests demotion
from ARC???
AV-2.1.2.1 Memory
3 SSRs tied to each
SBC, initial thought
is that SBC sees Add to bad
AvV-2.12.1.a Memory IC failure  ilLocal Processor Try power cycle X
v error with SSR and block table ve v
requests demotion
from ARC???
AV-2.1.3 SSR B
AV-2.1.4 SpW Router A
Power cycle during
Prime requests round contact &
AV-2.14.a No output Local " . au . HW - ARC Side switchover X 8
ARC side switch perform REM check
out
Power cycle during
Prime requests round contact &
AV-2.1.4.b Incorrect output Local " . au . HW - ARC Side switchover X 8
ARC side switch perform REM check
out
Power cycle during
Prime requests round contact &
AV-2.1.4.c Incorrect timing Local " . au . HW - ARC Side switchover X 8
ARC side switch perform REM check
out
Power cycle during
Prime requests round contact &
Inputs SpaceWire Local " . au . HW - ARC Side switchover X 8
ARC side switch perform REM check
out
Power cycle during
Prime requests round contact &
Bus voltage Local " . au . HW - ARC Side switchover X 8
ARC side switch perform REM check
out
Incorrect input ? ? ? X
Bad input X
AV-2.1.5 SCIFA
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Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

Effect D hod
FMEA ID Name Function Failure Mode / Limit Possible Causes Phase Local Next Higher Mission Umbra Violation Type of FM Observable How Observed? : TIm for Diagnosis Tim Path for Time to Detect : Time to Detect
/ Constraint Severity Diagnosis (Local) (System)
Bad IC or other component Loss of interface with Prime tells ARC to initiate side Depends on side
AV-2.15.a Local failure (failure isolated to a single particular S/C component or iswitch, ARC switches sides of None switch and 2R Active Yes Prime via SpW
interface) instrument avionics reconfig time
Loss of interface with all 5/C Prime tells ARC to initiate side Depends on side
AV-2.1.5.b Hard failure Cracked board; failed FPGA ) switch, ARC switches sides of None switch and 2R Active Yes Prime via SpW
components and instruments L L
avionics reconfig time
Incorrect timing with Prime tells ARC to initiate side Depends on side
AV-2.1.5.c transponder clock  iFailed FPGA Bad data switch, ARC switches sides of None switch and 2R Active Yes Prime via SpW
interface avionics reconfig time
Prime tells ARC to initiate side Depends on side
AV-2.1.5.d Incorrect output Failed FPGA Bad data switch, ARC switches sides of None switch and 2R Active Yes Prime via SpW
avionics reconfig time
Prime tells ARC to initiate side Depends on side
L f interf: ith all S/C
Inputs SpaceWire oss otinterace ‘_NI all s/ switch, ARC switches sides of None switch and 2R Active Yes Prime via SpW
components and instruments L L
avionics reconfig time
Prime tells ARC to initiate side Depends on side
L f interf: ith all S/C
Secondary Power 0ss ofintertace ‘_NI all s/ switch, ARC switches sides of None switch and 2R Active Yes Prime via SpW
components and instruments L L
avionics reconfig time
Component/ Depends on Depends on side
Lose telemetry from . . . .
Instrument . component/instrument lost - worst {None switch and Yes Prime via SpW
component or instrument X X -
telemetry case would cause a side switch reconfig time
AR
in XCVR now; Rich 1) Harness break Y R ¥ Depends on side
. . . B . REM (won't work unless N
Conde is working on i2) Failure at source (see Won't receive PPS or 50 Hz . None switch and
a fault mitigation transponder) transponders are switched too). reconfig time
lan s P Path taken would depend on first s
plan. symptom seen.
AV-2.15.1 CCD (TBD - probably going
away)
Ground
AV-2.15.1.a Hard failure Failed FPGA Loss of config commands None None None 4 Yes verification of CCD
commands
AV-2.2 REM B
AV-2.2.1 TACB
AV-2.2.2 SSR B
AV-2.2.2.1 Memory
AV-2.2.3 SpW Router B
AV-2.2.4 SCIF B
AV-2.2.4.1 CCD
AV-2.2.4.2 EXMO
AV-4 RIUs
AV-3.1 RIU-A
AV-3.1.01 RIU-A 1
For non-critical loads, no effect.
For critical loads, autonomy would
RIUs are cross-strapped - two 1) Broken wire detect missing or bad value and
eight-RIU strips which can be ) No temperature data from ) g. . FSW detects bad 2-3 seconds (for
AV-3.1.01.a No output 2) IC failure switch to B string. None None 4 Active yes .
powered by REM A or REM B. RIU. - data critical data)
3) Hard short on card 3) REM would current-limit RIU
16 RIUs total A
power causing the loss of the
string.
For non-critical loads, no effect.
For critical loads, aut Id FSW detects bad 2-3 ds (f
AV-3.1.01.b Incorrect output Loose wire or noise Bad temp data from sensor orcrt Ic? ,Da s, autonomy wou None None 4 Active yes etects ba ) .secon s (for
detect missing or bad value and data critical data)
switch to B string.
For non-critical loads, no effect.
For critical loads, aut Id FSW detects bad 2-3 ds (f
AV-3.1.01.c Incorrect timing Loose wire or noise Bad temp data from sensor orcrt Ic? .oa s, autonomy wou None None 4 Active yes etects ba ) .secon s (for
detect missing or bad value and data critical data)
switch to B string.
For non-critical loads, no effect.
No temperature data from For critical loads, autonomy would . FSW detects bad 2-3 seconds (for
Inputs Secondary Power L None None 4 Active yes .
RIU. detect missing or bad value and data critical data)

switch to B string.
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Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

Quick Look
FMEA ID Name Function Failure Mode / Limit System Side Switch : Processor Switch Safe Mode Remediation Helpful Autonomy Rule Flag Revisit Comments - KAF
/ Constraint
Power cycle during
R Prime requests . B ground contact &
AV-2.1.5.a Local failure Local ARC side switch HW - ARC Side switchover X perform REM check
out
Power cycle during
. Prime requests . B ground contact &
AV-2.15b Hard fail Local HW - ARC Sid tch X
ard failure oca ARC side switch \de switchover perform REM check
out
Power cycle durin;
Incorrect timing with Prime requests ground Zontact &g
AV-2.1.5. t der clock  ilocal HW - ARC Sid itchi X
< 'ranspcn er cloc oca ARC side switch \de switchover perform REM check
interface
out
Power cycle during
Prime requests . B ground contact &
AV-2.1.5.d I t output Local HW - ARC Sid tch X
neorrect outpu oca ARC side switch \de switchover perform REM check
out
Power cycle during
. Prime requests . B ground contact &
Input: S) Wi Local HW - ARC Sid tch X
nputs paceivire oca ARC side switch \de switchover perform REM check
out
Power cycle during
Prime requests . B ground contact &
S dary P Local HW - ARC Sid tch X
econdary Power oca ARC side switch \de switchover perform REM check
out
Depends on
component
affected: 1)Prime Power cycle durin
Component/ ) . 1) HW - ARC 4 8
requests ARC side . . ground contact &
Instrument Local 5 Side switchover X X
telemetr switch 2) Autonom perform REM check
v 2)Switch to ¥ out
redundant
component
EMXO - EMXO lives Prime requests
in XCVR now; Rich ARC side switch
Conde is working on iLocal HW - ARC X X
a fault mitigation May reconfigure
plan. EMXO first????
AV-2.1.5.1 CCD (TBD - probably going
away)
AV-2.15.1.a Hard failure Side switchover
AV-2.2 REM B
AV-2.2.1 TACB
AV-2.2.2 SSR B
AV-2.2.2.1 Memory
AV-2.2.3 SpW Router B
AV-2.2.4 SCIF B
AV-2.2.4.1 CCD
AV-2.2.4.2 EXMO
AV-4 RIUs
AV-3.1 RIU-A
AV-3.1.01 RIU-A 1
For critical loads,
RIUs are cross-strapped - two switch to
eight-RIU strips which can be redundant unit if Power cycle during
AV-3.1.01.a No output Local Autonom
powered by REM A or REM B. P temp data above v ground contact.
16 RIUs total threshold or
missing/stale?
For critical loads,
switch to
dundant unit if P le duri
AV-3.1.01.b Incorrect output Local redundantunitt Autonomy ower cycle during
temp data above ground contact.
threshold or
missing/stale?
For critical loads,
switch to
dundant unit if P le duri
AV-3.1.01.c Incorrect timing Local redundantunitt Autonomy ower cycle during
temp data above ground contact.
threshold or
missing/stale?
For critical loads,
switch to
redundant unit if Power cycle durin
Inputs Secondary Power Local Autonomy 4 J

temp data above
threshold or
missing/stale?

ground contact.
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Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

Effect D hod
FMEA ID Name Function Failure Mode / Limit Possible Causes Phase Local Next Higher Mission Umbra Violation Type of FM Observable How Observed? : TIm for Diagnosis TIm Path for Time to Detect ;| Time to Detect
/ Constraint Severity Diagnosis (Local) (System)
For non-critical loads, no effect.
12€ bus No temperature data from For critic?I Iluads, autonomy would None None 4 Active Jes FSW detects bad 2-.3lseconds (for
RIU. detect missing or bad value and data critical data)
switch to B string.
Telemetry inout For non-critical loads, no effect.
v inp No data from specific For critical loads, autonomy would . FSW detects bad 2-3 seconds (for
(temp sensor, tell o None None 4 Active yes "
tales) component detect missing or bad value and data critical data)
switch to B string.
AV-3.1.02 RIU-A 2
AV-3.1.03 RIU-A 3
AV-3.1.04 RIU-A 4
AV-3.1.05 RIU-A 5
AV-3.1.06 RIU-A 6
AV-3.1.07 RIU-A 7
AV-3.1.08 RIU-A 8
AV-3.2 RIU-B
AV-3.2.01 RIU-B 1
AV-3.2.02 RIU-B 2
AV-3.2.03 RIU-B 3
AV-3.2.04 RIU-B 4
AV-3.2.05 RIU-B 5
AV-3.2.06 RIU-B 6
AV-3.2.07 RIU-B 7
AV-3.2.08 RIU-B 8
AvV-3 Power Distribution Unit
AvV-4.1 Side A
1) Provides C&DH command
interface to PDU
2) Provides PDU telemetry interface
to C&DH
AV-4.1.1 CMD TLM A
3) Provides +5V to Relay/Cap and
FET Switching slices
4) Provides internal bus signals
5) Provides separation interface
1)SEU Unable t? interface with REM Loads stay on. Switch sides of Slhould be within )
AV-4.1.1.a Lock up . All and provide o No effect timeframe of loss 4 Active yes No PRIO telemetry :PDU heartbeat PDU to REM n/a
2) SW failure R Avionics.
command/telemetry interface of control loop.
. - - . . Lots of
1) SEU Unable to interface with REM :Loads all get switched off. Switch Should be within components get
AV-4.1.1.b Unexpected reset . and provide sides of Avionics. Reset sequence iNo effect timeframe of loss 4 Active yes ) P 8 PDU heartbeat PDU to REM
2) SW failure . . . switched off
command/telemetry interface {in PDU switches loads back on. of control loop.
unexpectedly.
Thil hich
PDU Power and reset A whole list of things which Should be within sh:)r:JgIZ \:c(:\cir
AV-4.1.1.c sequence doesn't should occur (HW getting Avionics side switch. No effect timeframe of loss 4 Active yes . PDU heartbeat PDU to REM
) . during PDU reset
run when expected switched on/off, etc.) doesn't. of control loop. don't
Unless something
ds to b
Card unusable. No ability to needs tobe
. N . commanded
1) Electronics failure interface with REM. Critical during switchover Stale/anomalous
Av-4.1.1.d Hard failure . All board function(s) are not Switch to B side of avionics No effect R 8 ) 2R Active yes PDU heartbeat PDU to REM
2) Connector/cable failure working. No secondary power time period to telemetry
8. ) VP PDU B, umbra
to other slices. - .
violation shouldn't
be possible
C d C t Id st
Inputs ommand/ omponents would stop Switch to B side of avionics No effect 2R Active yes Stale telemetry PDU heartbeat PDU to REM

telemetry interfaces

getting telemetry
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Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

Quick Look
FMEA ID Name Function Failure Mode / Limit System Side Switch i Processor Switch Safe Mode Remediation Helpful Autonomy Rule Flag Revisit Comments - KAF
/ Constraint
For critical loads,
switch to
12€ bus Local redundant unit if Autonomy Power cycle during
temp data above ground contact.
threshold or
missing/stale?
For critical loads,
Telemetry input switch to
redundant unit if Power cycle during
(temp sensor, tell Local Autonomy
tales) temp data above ground contact.
threshold or
missing/stale?
AV-3.1.02 RIU-A 2
AV-3.1.03 RIU-A3
AV-3.1.04 RIU-A 4
AV-3.1.05 RIU-A5
AV-3.1.06 RIU-A 6
AV-3.1.07 RIU-A 7
AV-3.1.08 RIU-A 8
AV-3.2 RIU-B
AV-3.2.01 RIU-B 1
AV-3.2.02 RIU-B 2
AV-3.2.03 RIU-B 3
AV-3.2.04 RIU-B 4
AV-3.2.05 RIU-B 5
AV-3.2.06 RIU-B 6
AV-3.2.07 RIU-B 7
AV-3.2.08 RIU-B 8
AV-3 Power Distribution Unit
AV-4.1 Side A
1) Provides C&DH command
interface to PDU
2) Provides PDU telemetry interface
to C&DH
AV-4.1.1 CMDTLM A 3) Provides +5V to Relay/Cap and
FET Switching slices
4) Provides internal bus signals
5) Provides separation interface
Autonomy would see
System side stale data or would
Av-4.1.1.a Lock up Local SWitC_h; return to Autonomy n/a TED - based on X seta flag indicating
previous load autonomy rule stale/non-responsive
configuration PDU and switch to B
side.
System side
switch; return to
AV-4.1.1.b Unexpected reset Local . Autonomy
previous load
configuration
PDU Power and reset Sys.tem side
AV-4.1.1.c sequence doesn't Local SWlt[,:h; return to Autonomy
run when expected prevllous I?ad
configuration
System side
AV-4.1.1.d Hard failure Local SWItC_h; return to Autonomy Switch to side B No PDU switch, this should be system side switch
previous load
configuration
System side
Inputs Command_/ Local SWItC_h; return to Autonomy X No PDU switch, this should be system side switch
telemetry interfaces previous load
configuration
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Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

Effect D hod
FMEA ID Name Function Failure Mode / Limit Possible Causes Phase Local Next Higher Mission Umbra Violation Type of FM Observable How Observed? : TIm for Diagnosis TIm Path for Time to Detect ;| Time to Detect
/ Constraint Severity Diagnosis (Local) (System)
Until If both breakwires on the
. separation  iactive PDU broke prior to | . o .
2 Breakwires N Switch to B side of avionics No effect N/A 4 Active PDU heartbeat PDU to REM
from 3rd separation, would get a false
stage indication of separation.
Unless something
needs to be
Card unusable. No ability to
. y - commanded
" . interface with REM. Critical X R
Power (switched in . B . L during switchover . Stale/anomalous
All board function(s) are not Switch to B side of avionics No effect R ) 2R Active yes PDU heartbeat PDU to REM
ARC) working. No secondary power time period to telemetry
s ) yp PDU B, umbra
to other slices. - .
violation shouldn't
be possible
1) Provides main bus voltage for
critical and non-critical loads
2) Provides load current telemetry
(total and individual loads and non-
critical loads)
3) Provides safety bus voltages
4) Provides capacitance for main bus
5) Provides connection to single
point ground
AV-4.1.2 Relay Cap A 6) Provides power to unswitched
services
7) Includes "common relays" (used
for autonomy)
8) Connection to umbilical power
9) Misc. functions:
9a) Fuse monitoring
9b) Arming plug monitoring
9c) Temperature monitoring (for
informational purposes only)
1) Multiple pairs (6) of
incoming power wires (power
& return) per RCslice. The
loss of a single wire/pair
Fails to provide 1) Incoming power wire would be wigthin ma/rpin for
function #1 (main &P ) 8 1) No effect (assuming a single 1) No effect (assuming a
breaks/bad connection s/c. The loss of more than : N ) 1)4 .
AV-4.1.2.a bus voltage for N . failure) single failure) N/A Active State of charge
L 2) Short to ground (double- one (multiple failures) would . 2)2
critical and non- . N N 2) Battery would discharge 2) LOM
. insulated wires) cause there to be too little
critical loads) N
power available to the s/c.
2) An unconstrained short
would melt the wires and
discharge the battery.
N R " Worst case would switch
Fails to provide PSE also supplies total current . .
. . Worst case, switch off a single off one of the .
AV-4.1.2.b function #2 (load telemetry. Non-critical . . /A Active
) load. instruments, degrading
current telemetry) failure. . .
(but not failing) science.
Redundant relay for each bus.
Fails to provide Two safety buses. Would .
. . . Passive -
AV-4.1.2.c function #3 (safety need four failures to fail to No effect. No effect. N/A 4 Redundanc
bus voltages) power a component on a 4
safety bus from this PDU.
Fails to provide
function #4
AV-4.1.2.d R Capacitor shorts Fused to prevent power spike. iMore noise to loads. No effect. N/A 4 None
(capacitance for
main bus)
AV-412.e Fails t_° provide Should have redundant wires No effect. No effect. N/A Passive -
— function #5 (Rich checking) ) ) Redundancy
L i £ i .
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Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

Quick Look
System Side Switch : Processor Switch Safe Mode Remediation Helpful Autonomy Rule Flag Revisit Comments - KAF

FMEA ID Name Function Failure Mode / Limit
/ Constraint

Each PDU requires 2
of 2 to be broken to
indicate separation.
Veracity of false
separation indication
System side could be determined
switch; return to Autonomy by switching on
previous load redundant PDU.
configuration Would need four
separate failures for
both PDUs to falsely
indicate separation
prior to it actually
occurring.

2 Breakwires Local No PDU switch, this should be system side switch

System side
Power (switched in Local switch; return to
ARC) previous load
configuration

Autonomy No PDU switch, this should be system side switch

1) Provides main bus voltage for
critical and non-critical loads

2) Provides load current telemetry
(total and individual loads and non-
critical loads)

3) Provides safety bus voltages

4) Provides capacitance for main bus
5) Provides connection to single

N X - When we
point ground Know what
AV-4.1.2 Relay Cap A 6) Provides power to unswitched
R loads are
services where
7) Includes "common relays" (used
for autonomy)
8) Connection to umbilical power
9) Misc. functions:
9a) Fuse monitoring
9b) Arming plug monitoring
9c) Temperature monitoring (for
informational purposes only)
Fails t id
ars .o provice . Relay Cap A & B on same card? So nothing we can do?
function #1 (main
AV-4.1.2. b It; f Syst LBSOC Safi Aut N
2 lfs.vo age tor ystem aiing utonomy one Would look like unexpected battery discharge fault, but not
critical and non- .
. fixable??
critical loads)
N R For some loads,
Fails to provide may want o re
AV-4.1.2.b function #2 (load Local ¥ . iAutonomy X
enforce that one is
current telemetry)
always on?
Fails to provide
AV-4.1.2.c function #3 (safety
bus voltages)
Fails to provide
AV-4.1.2.d fu nctic?n #a
(capacitance for
main bus)
Fails to provide
AV-4.12.e function #5 X
. i +s i .
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Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

Effect Detection Method
FMEA ID Name Function Failure Mode / Limit Possible Causes Phase Local Next Higher Mission Umbra Violation Type of FM Observable How Observed? : TIm for Diagnosis TIm Path for Time to Detect ;| Time to Detect
/ Constraint Severity Diagnosis (Local) (System)
Heaters have series redundant:
: R thermostats to prevent "stuck
Fails to provide B
function #6 (power on” load need double- Passive
ve -
AV-4.1.2.f B P insulated wires). All No effect. No effect. N/A 4
to unswitched . Redundancy
. unswitched loads allocated
services)
redundantly, so loss of a
single one is ok.
Not currently planning to use
this funcitonallity, although
that may change later. In
Fails to provide either case, this functionality
AV-4.1.2.g function #7 would be useful for ground, No effect. No effect. N/A 4 None
("common relays") but probably not used
autonomously, and would not
affect mission success if it
failed.
Fails to provide
functior:)#s For ground-use only. Blocking
AV-4.1.2.h . Ground only idiodes prevent current back- No effect. No effect. N/A 4 None
(connection to
- flow.
umbilical power)
For ground use primarily. Not
Fails to provide _g p v .
R . fusing loads, fusing bus. Filter
AV-4.1.2.i function #9a (fuse g No effect. No effect. N/A 4 None
monitoring) capacitors. Could lose at least
8 one and be ok.
Fails to provide
1&T ground function to see if
AV-4.1.2.j function #9b (arming Ground only g ) No effect. No effect. N/A 4 None
- arming plugs are in.
plug monitoring)
Fails to provide
function #9c¢ For informational purposes
AV-4.1.2.k purp No effect. No effect. N/A 4 None
(temperature only.
monitoring)
No power to downstream Loss of power to multiple Loads not
Inputs EPS Power P components. Switch sides of No effect. N/A 4 Active yes
components Lo powered
Avionics.
Umbilical power Ground only iDetatches at launch. No effect. No effect. N/A 4 None
Verification of a false separation
. indication could be performed by
Separation (from . s .
upper stage) Redundant separation switching on the redundant PDU. No effect. N/A 4 Passive -
inZF:catorsg indicators on each PDU. Four failures would be required . Redundancy
before BOTH PDUs indicated
separation prematurely.
AV-4.1.2.1 Fuse Module 1) Provides fusing to all loads
Failure to blow
(assumes a failure in ARC limited to a certain number of
the load, causing it mA to prevent fuse from blowing.
to draw a high If autonomy can detect load
Av-4.1.2.1.a current - six services i1) Design E,M, C Load draws extra current. drawing extra current (possible No effect. NA Active yes high current draw lLoad current PDU to REM
to unswitched loads except in the case of a short to
(no circuit breaker) chassis), it could switch off the
which are switched affected load.
in the ARC.)
current telemetry
would be zero.
Would be
indistinguishable
1) Design 8
. from an ARC
2) Transient voltage . . . . "
AV-4.12.1b Blows too soon " N . E,M,C Lose power to a load. Switch to side B No effect. N/A Active yes switch failure. Load current PDU to REM
3) "Smart" short (high current
X . Would probably
setting that is not detected)
have ground
recommand, but
wouldn't fix
problem.
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Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

Response Quick Look
FMEA ID Name Function Failure Mode / Limit: Response Level Desired Local :Allocation of Local: Time to fix :Time to Transmit: Desired System ; Allocation of Time to fix  :Time to Transmit: Ground Response / : System Side Switch : Processor Switch Safe Mode Remediation Helpful Autonomy Rule Flag Revisit Comments - KAF
/ Constraint Response Response locally Signal Response System system Signal Contingency
Response
Fails to provide
func(ior:)#ﬁ (power X {check for
AV-4.1.2f P double-
to unswitched . .
. insulated wires)
services)
Fails to provide
AvV-4.1.2.g function #7
("common relays")
Fails to provide
function #8
AV-4.1.2.h .
(connection to
umbilical power)
Fails to provide
AV-4.1.2.0 function #9a (fuse
monitoring)
Fails to provide
AV-4.1.2j function #9b (arming
plug monitoring)
Fails to provide
function #9c
AV-4.1.2.k
(temperature
monitoring)
System side
switch; return to
Inputs EPS Power Local W . Y Autonomy X
previous load
configuration
Umbilical power
Separation (from
upper stage)
indicators
AV-4.1.2.1 Fuse Module 1) Provides fusing to all loads
Consider having an
over-current rule
Failure to blow for each switched
(assumes a failure in load with out a CB
the load, causing it in order to protect Critical loads are
to draw a high the fuse? In some redundant, so a single
AV-4.1.2.1.a current - six services ilocal cases this might be {Autonomy fuse blowing would X
to unswitched loads a complete system not cause a critical
(no circuit breaker) side switch or just load to fail
which are switched component switch
in the ARC.) for those loads
that are cross
strapped
Consider having an
over-current rule
for each switched
load with out a CB
in order to protect Critical loads are
the fuse? In some redundant, so a single
AV-4.1.2.1.b Blows too soon Local cases this might be iAutonomy fuse blowing would X

a complete system
side switch or just
component switch
for those loads
that are cross
strapped

not cause a critical
load to fail
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Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

Effect D hod
FMEA ID Name Function Failure Mode / Limit Possible Causes Phase Local Next Higher Mission Umbra Violation Type of FM Observable How Observed? : TIm for Diagnosis Tim Path for Time to Detect | Time to Detect
/ Constraint Severity Diagnosis (Local) (System)
1) Provides main bus voltage
telemetry for critical and non-critical
loads
2) Provides load current telemetry
. (total and individual loads and non-
PRIO (2 PRIO: RC slice, not
AV-4.12.2 ( s PerREslce, NOt 4 ritical loads)
redundant) .
3) Provides safety bus voltage
monitor
4) Turns on safety bus relays
(separate output for each safety bus)
5) controls autonomy relays
Hard failure (could . .
If hard failure occurs prior to — .
take out one or both X Not able to power safety-inhibited Passive - Safety buses
AV-4.1.2.2.a L safety bus relay on, couldn't LOM N/A 1 yes B
PRIOs - need both on loads. Redundancy?? wouldn't turn on
. turn on safety bus.
a side)
Hard failure (could Once safety bus is powered,
take out one or both these PRIOs are no longer no telemetry from
AV-4.1.2.2.b E,M, C o . No tel try f i ffected. 4 N:
PRIOs - need both on mission critical. Loss of © telemetry for services aflecte one ves PRIO
a side) telemetry.
1) Radiation
I t PRIO 2) Bad d sent to prio and No telemetry, ldn't telemetry fi
AV-4.1.2.2.c ncoll'rec . ) Bad command sent to prio an E,M, C o telemetry, wouldn No telemetry for services affected. 4 Active yes no telemetry from TBD
configuration corrupted respond to commands. PRIO
3) SW failure
No telemetry, ldn't No telemetry f i ffected.
Av-4.1.2.2d Lock-up/reset Radiation E,M, C o telemetry, wouldn ote emle i orlser\/lcesa ecte 4 Active yes Stale telemetry TBD
respond to commands. Could switch to side B.
1) Provides power fusing and
switching for all switched and pulsed
loads
AV-4.13 FET Slice 1 2) F’rovides switched status for
switched loads
3) Provides current monitoring and
circuit breaker function for over-
current protection
load continues to
FET stuck on (normal No effect, depending on be powered on
AV-4.13.a X { FET failure Load stuck powered on. Power budget hit. P 8 N/A 4 None yes P
service) amount of current draw. after power off
commanded
temperature
increases
coincident to
FET stuck on (high Switch off low-side FET to t ff
AV-4.1.3.b stud ,On( '8 FET failure witch off low-side oturno No effect. N/A 4 Active yes pulsed load. Load current PDU to REM
and low-side FETSs) power to pulsed load. .
Continued power
drain after typical
pulse duration.
Switching sides of avionics would Il;zadof:;:;r;u:fsfto
AV-4.1.3.c FET stuck off FET failure Load stuck powered off. not fix problem (FET itself is Loss of load. N/A yes aft:r ower on Load current PDU to REM
common to both PDUs). P
command.
Possible loss of power to any or all
1) Electronics failure Io?ds powered through FET slice 1.
2) Connector/cable failure With redundancy of components Possibly degraded Loss of power to
Av-4.1.3.d Hard failure ) E,M, C Some or all slice functions fail {and effective placement of loads . ¥ deg N/A yes p Load current PDU to REM
3) Common electronics . mission. load(s)
(redundant within FET slice) on FET cards, the loss of a single
FET card should not fail the
mission.
Signals on interslice Redundant wires in interslice Passive
Inputs B connectors, so loss of one No effect. No effect. N/A 4 no?
connectors redundancy
would have no effect.
primary power from Redundant power wires from Passive
ve -
. VP RC Slice, so loss of one would iNo effect. No effect. N/A 4 no?
RC Slice redundancy
have no effect.
1) Provides over-current protection
AV-4.13.1 Circuit Breaker to fuse (set to short time period,

high current)
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Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

Quick Look
FMEA ID Name Function Failure Mode / Limit System Side Switch | Processor Switch Safe Mode Remediation Helpful Autonomy Rule Flag Revisit Comments - KAF
/ Constraint
1) Provides main-bus voltage
telemetry for critical and non-critical
loads
2) Provides load current telemetry
. (total and individual loads and non-
PRIO (2 PRIO: RCsl t
AV-4.1.2.2 ( s PerREslice, NOt 4 ritical loads)
redundant) .
3) Provides safety bus voltage
monitor
4) Turns on safety bus relays
(separate output for each safety bus)
5) controls autonomy relays
Hard failure (could
take out one or both
AV-4.1.2.2.,
a PRIOs - need both on
a side)
Hard failure (could
take out one or both
AV-4.1.2.2.b X
PRIOs - need both on
a side)
1) MOPs sends
commands with PRIO
reconfiguration
I ct PRIO
AV-4.1.2.2.c cnocnofi"iration Local TBD Autonomy scripts X
8 2) MOPs sends
command to RF CCD
to off-pulse PDU
Switch to side B,
AvV-4.1.2.2d Lock-up/reset Local TBD Autonomy witeh to side X
and/or off-pulse
1) Provides power fusing and
switching for all switched and pulsed
loads
AV-4.13 FET Slice 1 2) f’rovides switched status for
switched loads
3) Provides current monitoring and
circuit breaker function for over-
current protection
AV-4.13.a FET .stuck on (normal
service)
TBD which loads,
but monitor for
. continuous current
AV-4.1.3.b FET stuck.on (high Local for TBD seconds  iAutonomy X
and low-side FETs) .
and switch off low-
side FET; LVs are
one known load
TBD which loads,
AV-4.13.c FET stuck off Local but monitor for Autonomy X
one of two always
on?
TBD which loads, 1) MOPs tries to
but itor f d load!
AvV-4.1.3.d Hard failure Local vt monitor for Autonomy command load(s) X
one of two always on/off
on? 2) Cycle power
Signals on interslice
Inputs
connectors
Primary power from
RC Slice
1) Provides over-current protection
AV-4.1.3.1 Circuit Breaker to fuse (set to short time period,

high current)
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Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

Effect 1 Detection Method
FMEA ID Name Function Failure Mode / Limit Possible Causes Phase Local Next Higher Mission Umbra Violation : Type of FM Observable How Observed? : TIm for Diagnosis Tim Path for Time to Detect ;| Time to Detect
/ Constraint Severity Diagnosis (Local) (System)
1 . . . .
) A5§um|ng load has tripped }) Potential |0§s ofa S|4ng|e Load continues to
circuit breaker, loss of instrument suite. Cycling power to i1) Degraded or LOM be nowered off
AvV-413.1a Unable to reset 1) Part Failure E,M,C switched load load may reset circuit breaker. depending on which yes aft:r ower on Load current PDU to REM
2) If load has not tripped Ground would probably investigate iswitched load. P
C command.
circuit breaker, then no effect {problem at next ground contact.
1) Degraded science or
(o] ithout 1) MOP d: ds t t il f redund. if Load switches off
AV-4.13.1.b Fens.m ou 1) Part Failure E,M, C 1) Loss of switched load ) ) s sends commands to reset ; 0ss of re unl ancyl . yes oad switches o Load current PDU to REM
stimuli circuit breaker breaker continually trips unexpectedly
for critical switched loads
1) Load constantly trips circuit {1) Ground command to disable or Load switches off
AV-4.13.1.c Trips too soon 1) Trip Value Set Too Low E,M, C ) v trip ) . 1) None yes
breaker override the CB unexpectedly
Failure to trip Degraded science o loss Power drain higher
(assumes load is 1) Sense value incorrect (should Fuse would blow if current Loss of load. Autonomy would 8 than expected.
AV-4.1.3.1.d . X . . . of redundancy, yes i Load current PDU to REM
drawing too high of :be caught in testing) high enough. turn off load permanently. . Load switches off
depending on load.
a current) when fuse blows.
Power from Fuse Potential loss of entire instrument Degraded science or loss
Inputs Loss of load . of redundancy, yes Load not powered. iLoad current PDU to REM
Module suite. .
depending on load.
AV-4.1.3.2 Fuse Module 1) Provides fusing to all loads
1) Design
Blows below rated 2) Transient voltage Potential loss of entire instrument Degraded science or loss
AV-4.13.2.a current 3) "Smart" short (high current E,M,C Loss of load suite of redundancy, yes Load not powered. ;Load current PDU to REM
setting that is not detected - . depending on load.
multiple failures)
Not short to
chassis: excess
current draw by
load.
Short to chassis:
. Anything other than a short to R o,r O chassis
Failure to blow . difficult to
N R chassis, autonomy would see and . .
(assumes a failure in . . iDegraded science or loss diagnose.
L . turn off load. Also will have circuit
AV-4.1.3.2.b the load, causing it i1) Design Loss of load of redundancy, yes Eventually would iLoad current PDU to REM
R breakers for non-redundant loads N R
to draw a high Lo depending on load. load shed and side
like instruments and some other B
current) ", switch. Would
critical loads.
probably see
problem when
switching loads
back on one-by-
one.
1) Provides load current telemetry
PRIO ;‘;";;‘;\/‘;::zu?{i:zu status for
(8 loads per PRIO, but each FET: .
AV-4.13.3 X . switched loads
has an A-side and a B-side, so R L
3) Provides current monitoring and
two PRIOs control each load) C .
circuit breaker function for over-
current protection
No side switch required in most
due t -st ing of
1) Electronics failure Unable to control switched cases Cue to cross-strapping o Load not Load current;
. N N loads. For PSE or IMU, would need . .
AV-4.133.a Hard failure 2) Connector/cable failure E,M, C loads controlled by failed X ) B No effect. Active ? yes responding to power state vs PDU to REM
! to switch sides of avionics either
3) SW failure PRIO commands. commanded state

autonomously or through ground
command.
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Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

Quick Look
FMEA ID Name Function Failure Mode / Limit: Response Level Desired Local :Allocation of Local: Time to fix :Time to Transmit: Desired System : Allocation of Time to fix  :Time to Transmit; Ground Response / : System Side Switch : Processor Switch Safe Mode Remediation Helpful Autonomy Rule Flag Revisit Comments - KAF
/ Constraint Response Response locally Signal Response System system Signal Contingency
Response
TBD which loads,
whie 1) Send commands to
but monitor for
one of two always turn load on
Wi Wi
v 2) Send commands to
AV-4.13.1.a Unable to reset Local on? Autonomy X
turn load on and
override CB
Would not help 3) Cycle power
with instruments e
TBD which loads, )
. 1) If CB continually
but monitor for . .
trips, can override CB
Opens without one of two always and rely solely on
AV-4.1.3.1.b p N Local on? Autonomy u Y X
stimuli autonomy rule for
over-current
Would not help .
L protection
with instruments
1) Turn load on
2) If CB continually
AV-4.13.1.c Trips too soon trips, can override CB X
and rely solely on
autonomy rule
Consider having an 1) Autonomy rules
Failure to trip over-current rule also protect against
AV-4.13.1d (assumes load is Local for each switched Autonom over-current X
-4.1.3.1. u
drawing too high of load with CB in v 2) LVS protection if
a current) order to protect both CB and
the fuse? autonomy rule fail
TBD which loads,
but monitor for
one of two always
Power from Fuse
Inputs Local on? Autonomy X
Module
Would not help
with instruments
AV-4.1.3.2 Fuse Module 1) Provides fusing to all loads
1) Circuit breakers are
TBD which loads, used to prevent fuses
but monitor for from blowing
one of two always 2) Critical loads have
Blows below rated wo alway )
AV-4.132.a Local on? Autonomy redundant power X
current .
paths, so a single fuse
Would not help blowing would not
with instruments cause a critical load to
fail
1) Circuit breakers are
used to prevent fuses
. Consider having an P N
Failure to blow from blowing
. . over-current rule b
(assumes a failure in R 2) Critical loads have
L for each switched
AV-4.1.3.2.b the load, causing it ilLocal . X Autonomy redundant power X
R load with CB in N
to draw a high paths, so a single fuse
order to protect R
current) blowing would not
the fuse? .
cause a critical load to
fail
1) Provides load current telemetry
for individual loads
PRIO 2) Provides switched status for
(8 loads per PRIO, but each FET: ' .
AV-4.1.3.3 X . switched loads
has an A-side and a B-side, so R L
3) Provides current monitoring and
two PRIOs control each load) o .
circuit breaker function for over-
current protection
TBD - if load stuck
on when MOPs sends
. commanded off, commands with PRIO
AV-4.133.a Hard failure Local Autonomy X

consider rule for
system side
switch?

reconfiguration
scripts
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Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

Effect i Detection Method
FMEA ID Name Function Failure Mode / Limit Possible Causes Phase Local Next Higher Mission : Umbra Violation Type of FM Observable How Observed? : TIm for Diagnosis Tim Path for Time to Detect | Time to Detect
/ Constraint Severity Diagnosis (Local) (System)
Load not
responding to
commands as
No side switch required in most expected.
1) Radiation cases due to cross-strapping of Autonomy should Load current:
Incorrect PRIO 2) Bad command sent to prio and Any number of registers loads. For PSE or IMU, would need have a check in !
AV-4.1.33.b . . ) p E,M, C i Y . 8 B . . B No effect. 4 Active ? yes power state vs PDU to REM
configuration corrupted incorrectly configured to switch sides of avionics either place to ensure
) commanded state
3) SW failure autonomously or through ground that a pulse
command. command isn't
turned into a
switch (prop LVs,
etc.).
Stale telemetry.
Cat bed heater
No telemetry for services affected. (
. . Lo telemetry should
No side switch required in most . N
i . be visible still -
No telemetry, wouldn't cases due to cross-strapping of ensure current Load current;
AV-4.1.33.c Lock-up/reset Radiation E,M, C respond to commands. loads. For PSE or IMU, would need :No effect. 4 Active ? yes drawn is power state vs PDU to REM
Connected loads turned off.  ito switch sides of avionics either R . commanded state
consistent with
autonomously or through ground
expected number
command. )
of heaters in
operation)
Stale telemetry.
Cat bed heater
No telemetry for services affected. (
. ) Lo telemetry should
No side switch required in most . N
. be visible still -
No telemetry. Can't cases due to cross-strapping of ensure current Load current;
Inputs i2c bus - clock V- loads. For PSE or IMU, would need iNo effect. 4 Active ? yes . power state vs PDU to REM
command loads. X . o drawn is
to switch sides of avionics either R . commanded state
consistent with
autonomously or through ground
expected number
command. .
of heaters in
operation)
Stale telemetry.
Cat bed heater
No telemetry for services affected. (
. . — telemetry should
No side switch required in most . N
. be visible still -
No telemetry. Can't cases due to cross-strapping of ensure current Load current;
i2c bus - serial data s loads. For PSE or IMU, would need :No effect. 4 Active ? yes . power state vs PDU to REM
command loads. N . o drawn is
to switch sides of avionics either R . commanded state
consistent with
autonomously or through ground
expected number
command. )
of heaters in
operation)
Stale telemetry.
Cat bed heater
No telemetry for services affected. (
. . . telemetry should
No side switch required in most . N
. X be visible still -
No telemetry, wouldn't cases due to cross-strapping of ensure current Load current;
i2c bus - reset line respond to commands. loads. For PSE or IMU, would need ;No effect. 4 Active ? yes . power state vs PDU to REM
N . o drawn is
Connected loads turned off.  ito switch sides of avionics either R . commanded state
consistent with
autonomously or through ground
expected number
command. )
of heaters in
operation)
No side switch required in most
cases due to cross-strapping of
Unable to control switched pping Load not Load current;
) N loads. For PSE or IMU, would need . .
i2c bus - +5V loads controlled by failed X ) B No effect. 4 Active ? yes responding to power state vs PDU to REM
to switch sides of avionics either
PRIO commands. commanded state
autonomously or through ground
command.
No side switch required in most
cases due to cross-strapping of
Unable to control switched pping Load not Load current;
N N loads. For PSE or IMU, would need . .
i2c bus - ground loads controlled by failed X ) B No effect. 4 Active ? yes responding to power state vs PDU to REM
to switch sides of avionics either
PRIO commands. commanded state
autonomously or through ground
command.
Stale telemetry.
Cat bed heater
No telemetry for services affected. (
. . . telemetry should
No side switch required in most . N
. . be visible still -
No telemetry, wouldn't cases due to cross-strapping of ensure current Load current;
i2c bus - PRIO clock respond to commands. loads. For PSE or IMU, would need iNo effect. 4 Active ? yes . power state vs PDU to REM
N . o drawn is
Connected loads turned off.  ito switch sides of avionics either R . commanded state
consistent with
autonomously or through ground
expected number
command. )
of heaters in
operation)
AV-4.1.4 FET Slice 2
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Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

Response Quick Look
FMEA ID Name Function Failure Mode / Limit: Response Level Desired Local :Allocation of Local: Time to fix :Time to Transmit: Desired System ; Allocation of Time to fix  :Time to Transmit: Ground Response / : System Side Switch ; Processor Switch Safe Mode Remediation Helpful Autonomy Rule Flag Revisit Comments - KAF
/ Constraint Response Response locally Signal Response System system Signal Contingency
Response

TBD - if load stuck

on when MOPs sends

AV-4.133b Incoll'rect FfRIO Local comr.nanded off, Autonomy comm?nds inth PRIO X
configuration consider rule for reconfiguration

system side scripts

switch?

TBD - if load stuck
on when
commanded off,
consider rule for
system side
switch?

AV-4.13.3.c Lock-up/reset Local Autonomy Switch to side B X

TBD - if load stuck
on when
commanded off,
consider rule for
system side
switch?

Inputs i2c bus - clock Local Autonomy X

TBD - if load stuck
on when
commanded off,
consider rule for
system side
switch?

i2c bus - serial data iLocal Autonomy X

TBD - if load stuck
on when
commanded off,
consider rule for
system side
switch?

i2c bus - reset line Local Autonomy X

TBD - if load stuck

on when

N commanded off,

i2c bus - +5V Local . Autonomy X
consider rule for

system side

switch?

TBD - if load stuck

on when

N commanded off,

i2c bus - ground Local X Autonomy X
consider rule for

system side

switch?

TBD - if load stuck
on when
commanded off,
consider rule for
system side
switch?

i2c bus - PRIO clock ilocal Autonomy X

Av-4.1.4 FET Slice 2
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Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

FMEA ID Name Function Failure Mode / Limit Possible Causes Phase Type of FM
/ Constraint Severity

AV-4.1.5 FET Slice 3

AV-4.2 Side B

AV-4.2.1 CMD TLM B

AV-4.2.2 Relay Cap B

AV-4.2.3 FET Slice 4

AV-4.2.4 FET Slice 5

AV-4.2.5 FET Slice 6
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Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

Quick Look
FMEA ID Name Function Failure Mode / Limit System Side Switch : Processor Switch Safe Mode Remediation Helpful Autonomy Rule Flag Revisit Comments - KAF
/ Constraint

AV-4.1.5 FET Slice 3

AV-4.2 Side B

AV-4.2.1 CMD TLM B

AV-4.2.2 Relay Cap B

AV-4.2.3 FET Slice 4

AV-4.2.4 FET Slice 5

AV-4.2.5 FET Slice 6
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Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

Expert(s):
xpert(s) listed for completeness, but failure mode and
Effect Detection Method
FMEA ID Name Function Failure Mode / Limit / Possible Causes Phase Local Next Higher Mission Umbra Violation Severity Type of Observable How Observed? Tim for Diagnosis Tim Path for Time to Detect : Time to Detect
Constraint FM Diagnosis (Local) (System)
EP-1 Power System Electronics
EP-1.1 PSE-1
EP-1.1.1 Bus Junction Slice
1) Long-term trending
might reveal a way to
adjust for change in scale.
Would probably attempt an No other effect.
1) Scale of telemetry would
L . ) v avionics side switch, but would i2) Could verify that load Either O or out-of-
1) open circuit resistor change . L
EP-1.1.1.a Loss of telemetry (load current) L not correct problem since current equals expected N/a 4 None yes scale reading in ? PSE to CDH n/a N/A
2) short circuit 2) Telemetry would read 0 ) X
Amps resistors are used by both value by summing buck telemetry
ps- sides. converter current, load
current, and battery
current (should equal 0).
No other effect.
1) Long-term trending
might reveal a way to
adjust for change in scale.
Would probably attempt an No other effect.
1) Scale of telemetry would o P X y_ P . )
Loss of telemetry (batter 1) open circuit resistor change avionics side switch, but would i2) Could verify that Either O or out-of-
EP-1.1.1.b v v P L 8 not correct problem since battery current equals N/a 4 None yes scale reading in ? PSE to CDH n/a N/A
current) 2) short circuit 2) Telemetry would read 0 )
Amps resistors are used by both expected value by telemetry
ps: sides. summing buck converter
current, load current, and
battery current (should
equal 0). No other effect.
Controller would incorrectly
cause Buck converters to limit . "
current to bring voltage down Battery could continue to See difference
Loss of telemetry (battery 1) open circuit resistor Lost bus voltage telemetry to 8 8 " idischarge if no side . between battery Battery and Bus PSE to CDH to
EP-1.1.1.c o Autonomy would detect . - . N/a 4 Active yes ? None
voltage) 2) short circuit controller . switch. With side switch, voltage and bus Voltages Autonomy
mismatch between battery and no effect voltage
bus voltages and PDU would ) ge-
switch sides of PSE.
$/c would receive 1/4 of the Reduced power to Buck Converter
Inputs Buck converter power No effect to card. expected power, but system No effect 4 None Yes bus P Current PSE to CDH ? None
should have sufficient margin.
Relay command (only changes . .
. Relay command when not Slice would tell one Buck S/C can handle loss of a single Could see Buck Buck Converter
when a fault occurs and it . No effect 4 None Yes . . PSE to CDH ? None
necessary (no other fault) Converter to go offline buck converter. No effect. converter is offline.  iCurrent
needs to change state)
No command when necessan Buck converter would draw too With current sensors Buck Converter
. v No effect to card. much power. Battery would :Loss of mission 2 None Yes. on buck converter PSE to CDH ? None
(2nd failure) X . Current
discharge. slice
EP-1.1.2 Solar Array Junction Board 1
No effect without another
EP-1.1.2.a Short (isolation diodes) 1) diode fails short short No effect No effect N/a 4 None No None None None None
No effect (designed to work
lose power from a single solar iwith loss lif single string). Depends on the string
EP-1.1.2.b Open (isolation diodes) 1) diode fails open P N 8 N 8 g'. No effect N/a 4 None (outboard 2 strings Telemetry SA current SAJB to PSEto CDH  iNone None
array string Might need to extend wing
have current sensors)
further
1) Long-term trending
might reveal a way to
adjust for change in scale.
Would probably attempt an No other effect.
1) Scale of telemetry would
1) open circuit resistor cl)1an o v avionics side switch, but would i2) Could verify that Either O or out-of-
EP-1.1.2.c Loss of telemetry (current) P L 8 not correct problem since current equals expected N/a 4 None yes scale reading in n/a N/A
2) short circuit 2) Telemetry would read 0 ) X
Amps resistors are used by both value by summing buck telemetry
ps- sides. converter current, load
current, and battery
current (should equal 0).
No other effect.
Could cause buck converter to
either over or under-current. Solar array current
1) open circuit resistor Autonomy would see solar No effect with side SA current, Buck
EP-1.1.2.d Loss of telemetry (voltage) ) op Stop sensing solar array voltage: v N/a 4 Active Yes would not match PSE to CDH ? ?

2) short circuit

array current mis-match and
would direct PDU to switch to
other side of PSE.

switch.

expected

converter current?
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Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

Expert(s): - -
pert(s) listed for completeness, but failure mode and
Quick Look
FMEA ID Name Function Failure Mode / Limit / System Side Switch Processor Switch Safe Mode Remediation
Constraint
EP-1 Power System Electronics
EP-1.1 PSE-1
EP-1.1.1 Bus Junction Slice
Long-term trending to
Contingnec ~1 sec (action depends on identify way to adjust for
EP-1.1.1.a Loss of telemetry (load current)iLocal Procedgure v Ground ? persistence decided on by :? None None None None change in scale; work- Possibility of reprogramming something
fault protection) around for verifying load
current
Long-term trending to
Loss of telemetry (batter Contingnec ~1 sec (action depends on identify way to adjust for
EP-1.1.1.b v v Local snecy Ground ? persistence decided on by :? None None None None change in scale; work- Possibility of reprogramming something
current) Procedure X o
fault protection) around for verifying load
current
Loss of telemetry (batter
EP-1.1.1.c voltage) v v Local PSE side switch Autonomy ? ? ? None None None None None Side switch
If margin isn't sufficient,
| -critical
Inputs Buck converter power None None Ground ? ? ? None None None None power cycle non-critica
loads to reduce power
needed by system
Relay command (only changes Ground contingency to . "
Wait until next ground contact, send
when a fault occurs and it None None Ground ? ? ? None None None None bring buck converters back 8
R command to reset relay.
needs to change state) online (power cycle all?)
None - | f mission, but
None None Ground ? ? ? None None None None one -Joss ofmission, bu
double fault
EP-1.1.2 Solar Array Junction Board 1
EP-1.1.2.a Short (isolation diodes) None None None None None None None None None None None
EP-1.1.2.b Open (isolation diodes) None None None None None None None None None None None
Long-term trending to
Contingnec ~1 sec (action depends on identify way to adjust for
EP-1.1.2.c Loss of telemetry (current) Local Procedgure v Ground ? persistence decided on by :? None None None None change in scale; work- Possibility of reprogramming something
fault protection) around for verifying load
current
EP-1.1.2.d Loss of telemetry (voltage) Local PSE side switch Autonomy ? ? ? None None None None ?
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Subject Matter

Lew Roufberg

Notes: Yellow highlighted blocks are

dund.

(o are

E: t(s):
xpert(s) listed for completeness, but failure mode and
FMEA ID Name Function Failure Mode / Limit / Revisit
Constraint
EP-1 Power System Electronics
EP-1.1 PSE-1
EP-1.1.1 Bus Junction Slice
X (only one
lice, can't
EP-1.1.1.a Loss of telemetry (load current) s ,I,Ce .can
switch
sides")
X (only one
EP-111b Loss of telemetry (battery slllvce, .can t
current) switch
sides")
X (only one
EP-L1lc Loss of telemetry (battery slllvce, .can t
voltage) switch
sides")
Inputs Buck converter power X
Relay command (only changes
when a fault occurs and it
needs to change state)
X
EP-1.1.2 Solar Array Junction Board 1
X (only one
lice, can't
EP-1.1.2.a Short (isolation diodes) s ,I,Ce .can
switch
sides")
X (only one
lice, can't
EP-1.1.2.b Open (isolation diodes) s ,I,Ce .can
switch
sides")
X (only one
lice, can't
EP-1.1.2.c Loss of telemetry (current) s ,I,Ce .can
switch
sides")
X (only one
lice, can't
EP-1.1.2.d Loss of telemetry (voltage) s ,I,Ce .can
switch
sides")

Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)
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Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

Effect Detection Method
FMEA ID Name Function Failure Mode / Limit / Possible Causes Phase Local Next Higher Mission Umbra Violation Severity Type of Observable How Observed? Tim for Diagnosis Tim Path for Time to Detect : Time to Detect
Constraint FM Diagnosis (Local) (System)
Current might not be
correct, but long-
Inputs Solar array power Slice is ok. S/c not receiving power. Loss of mission. N/a 2 None Yes 8 Battery voltage PSE to CDH ?
term, battery voltage
decreases
EP-1.1.3 Solar Array Junction Slice 2
EP-1.1.4 Buck Converter Slice 1 of 4
Converter slice will be off. No effect. Can lose a single Buck converter
EP-1.1.4.a No output 1) Open circuit output fuse P 8 No effect. N/a 4 None Yes Telemetry PSE to CDH ?
Telemetry will indicate 0 amps ibuck converter. current
Current will be too high or too :Controller will compensate for Buck converter
EP-1.1.4.b Incorrect current 1) reference voltage drift low. Excessive current will be ilow/high current from a single iNo effect. N/a 4 Passive Yes Telemetry current PSE to CDH ?
limited internally. converter.
Notice EMC/EMI in
Potential EMC/EMI issue for instruments, but .
o 1) IC failure or input problem Potential impact on conducted i, / . X Worst case, lose data for . B . EMC/EMI in
EP-1.1.4.c Incorrect switching frequency R o instruments; switch sides to N/a 3 None Not directly wouldn't necessarily . ? ?
on controller slice emissions one encounter - instruments
clear problem be able to pinpoint
PSE
Could cause buck converter to
either over or under-current. o
. . . Battery will either be
Control signal from controller Could either produce too much;Autonomy would see solar No effect with side . SA current, Buck
Inputs R R N/a 4 Active Yes undercharged or PSE to CDH ?
card power or not enough array current mis-match and  iswitch. converter current?
. . overcharged
would direct PDU to switch to
other side of PSE.
L No effect (s/c has
1) relay inside buck converter Buck converter stops relaying :sufficient margin to Battery dischargin Buck Converter
Solar array power from SAJB  ifails No effect to card P ving ) 8 N/a 4 None Yes v ging PSE to CDH None
. power operate with loss of a unexpectedly Current
2) SAJB failure N
single buck converter)
EP-1.2 PSE-2
EP-1.2.1 CMD/TLM A
Autonomy would see a lack of
telemetry or problem with
telemetry and would command
PDU to switch to avionics side
1) power supply input opens in . B. Would probably also try to
CMD/TLM A fails, no telemetr X . PSE CMD/TLM PSE to CDH to
EP-1.2.1.a Hard failure feed path out ﬁt v reset card - would not fix No effect. N/A 2R Active Yes Loss of telemetry heartbea: Autonom None
2) FPGA fails put. problem, but it would be v
impossible to tell the
difference between this failure
mode and the "no telemetry
output” failure mode.
1) output transmitter not
) P Card would continue operating |Reset card. If necessary, switch . PSE CMD/TLM PSE to CDH to
EP-1.2.1.b No telemetry output powered ) No effect. N/a 4 Active yes Loss of telemetry None
- but no telemetry output. to side B. heartbeat Autonomy
2) open circuit
Card requires a commanded
Reset card. If necessary, switch: . PSE CMD/TLM PSE to CDH to
EP-1.2.1.c Locks up/resets 1) SEU reset, no telemetry output or ) v No effect. N/A 4 Active yes Loss of telemetry / None
to side B. heartbeat Autonomy
hung telemetry.
1) input receiver not powered Reset card. If necessary, switch: PSE CMD/TLM PSE to CDH to
EP-1.2.1.d Loss of ability to command (or open circuit in path) Loss of telemetry : Ve No effect. N/A 4 Active yes Loss of telemetry None

2) FPGA fails

to side B.

heartbeat

Autonomy
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Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

Quick Look
System Side Switch Processor Switch Safe Mode Remediation

FMEA ID Name Function Failure Mode / Limit /
Constraint

Solar arrays would extend to increase

Inputs Solar array power None None None None None None None None None None None voltage

EP-1.1.3 Solar Array Junction Slice 2

EP-1.1.4 Buck Converter Slice 1 of 4 Can lose any 1 buck converter

EP-1.1.4.a No output None None None None ~1sec None None None None None None

Limit current on
EP-1.1.4.b Incorrect current Local HW ? ~1sec None None None None None None
buck converter

Trending of EMC/EMI in
instruments; ground would Diagnose by turning each converter off
EP-1.1.4.c Incorrect switching frequency ilocal PSE side switch Ground ? ? ? None None None None need to isolate where issue individually to see if it fixes problem.

is coming from, PSE side Leave off the bad one.

switch to clear problem

Control signal from controller

card Local PSE side switch Autonomy ? ? ? None None None None ? Cycle power to controller card

Inputs

If margin isn't sufficient,
power cycle non-critical
loads to reduce power
needed by system

Solar array power from SAJB  iNone None Ground ? ? ? None None None None

EP-1.2 PSE-2

EP-1.2.1 CMD/TLM A

Do we want tiered
autonomy response where
we power cycle first and
PSE reset the PSE side switch?
EP-1.2.1.a Hard failure Local Autonomy ? ~1 sec ? None None None None
PSE side switch Or we can just side switch
and allow the ground to try
to power cycle to "fix"
problem

Do we want tiered
autonomy response where
we power cycle first and
PSE reset the PSE side switch?
EP-1.2.1.b No telemetry output Local Autonomy ? ~1 sec ? None None None None Reset card
PSE side switch Or we can just side switch
and allow the ground to try
to power cycle to "fix"
problem

Do we want tiered
autonomy response where
we power cycle first and
PSE reset the PSE side switch?
EP-1.2.1.c Locks up/resets Local Autonomy ? ~1 sec ? None None None None Reset card
PSE side switch Or we can just side switch
and allow the ground to try
to power cycle to "fix"
problem

Do we want tiered
autonomy response where
we power cycle first and
PSE reset the PSE side switch?
EP-1.2.1.d Loss of ability to command Local Autonomy ? ~1 sec ? None None None None Reset card
PSE side switch Or we can just side switch
and allow the ground to try
to power cycle to "fix"
problem

EPS-320f 317



FMEA ID Name Function Failure Mode / Limit / Revisit
Constraint
Inputs Solar array power
EP-1.1.3 Solar Array Junction Slice 2
EP-1.1.4 Buck Converter Slice 1 of 4
EP-1.1.4.a No output
EP-1.1.4.b Incorrect current
EP-1.1.4.c Incorrect switching frequency
Control signal from controller
Inputs
card
Solar array power from SAJB
EP-1.2 PSE-2
EP-1.2.1 CMD/TLM A
EP-1.2.1.a Hard failure
EP-1.2.1.b No telemetry output
EP-1.2.1.c Locks up/resets
EP-1.2.1.d Loss of ability to command

Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)
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Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

Effect Detection Method
FMEA ID Name Function Failure Mode / Limit / Possible Causes Phase Local Next Higher Mission Umbra Violation Severity Type of Observable How Observed? Tim for Diagnosis Tim Path for Time to Detect : Time to Detect
Constraint FM Diagnosis (Local) (System)
Autonomy would see a lack of
CMD/TLM A fails, no telemetry itelemetry or problem with . PSE CMD/TLM PSE to CDH to
Inputs LVPS / v v orp No effect. N/A 2R Active Yes Loss of telemetry / ? None
output. telemetry and would command heartbeat Autonomy
PDU to switch to side B.
Reset card. If necessary, switch: . PSE CMD/TLM PSE to CDH to
REM commands Invalid telemetry ) v No effect. N/A 4 Active yes Loss of telemetry / ? None
to side B. heartbeat Autonomy
EP-1.2.2 Controller A
Buck converters will stay at last
commanded level. Attempt to
. Lose FPGA telemetry X P Eventually provided
1) Power input could be R . reset slice. Eventually load . Local level - ?
. (depending on exact failure). X ) . power will not match PSE to CDH to
EP-1.2.2.a Hard failure open/short No signal output to buck requirements will change, but iNo effect. N/A 2R Active yes up with load Autonom ? ?
2) FPGA fails 8 P provided power will not. P . System level - LBOSC? v
converters. S . requirements.
Battery will discharge. Switch
sides of Avionics.
See over/under charge in
1) Reference voltage drift Will either be over- or under- itelemetry and reset slice See battery SA current, Buck
EP-1.2.2.b Incorrect output g' X M T . No effect. N/A 4 Active yes over/under charge in ! PSE to CDH ? ?
2) SEU affects a register value charging the battery Autonomy will direct PDU to converter current?
. . telemetry.
switch to side B
Could cause buck converter to
Telemetry from bus junction either over or under-current.
Inputs slice and/or Cmd/TIm Signal from card would be Autonomy would see battery :No effect with side N/a 4 Active es battery over-current :SA current, Buck PSE to CDH to 5 5
P interface, or signal from SAJ incorrect. over-current or under-voltage :switch. v or under-voltage converter current? Autonomy
board and would direct PDU to switch
to other side of PSE.
Buck converters will go to 0
Lose FPGA telemetry output. Attempt to reset slice. -
R . . Telemetry indicates 0
(depending on exact failure). {Autonomy will see 0 output . Buck converter PSE to CDH to
LVPS . No effect. N/A 4 Active yes buck converter ? ?
No signal output to buck from buck converters and output current Autonomy
converters. direct PDU to switch to side B. put-
Battery will discharge.
EP-1.2.3 LVPS A
No telemetry; Autonomy
would see no power to LVPS or
Loss of power to controller and ino telemetry or incorrect LVPS current or PSE to CDH to
EP-1.2.3.a No output Open circuit FET P v No effect. N/A 2R Active Yes Loss of telemetry ? ?
command/telemetry voltage someplace and would heartbeat Autonomy
direct PDU to switch to
redundant side
Telemetry indicati
Reference voltage circuit Drift in voltage, erratic d:fiTnevgltl: elcae:':tic LVPS heartbeat, how PSE to CDH to
EP-1.2.3.b Incorrect output ) 8 . ge, Switch to redundant side No effect. N/A 2R Active Yes . g€, to detect drift in ? ?
failure operation, or no telemetry operation, or no voltage? Autonomy
telemetry Bes
No telemetry; Autonomy
would see no power to LVPS or
Loss of power to controller and ino telemetry or incorrect LVPS current or PSE to CDH to
Inputs Bus voltage from PDU P v No effect. N/A 4 Active Yes Loss of telemetry ? ?
command/telemetry voltage someplace and would heartbeat Autonomy
direct PDU to switch to
redundant side
EP-1.2.4 CMD/TLM B
EP-1.2.5 Controller B
EP-1.2.6 LVPS B
EP-2 Li-lon Battery
20 parallel strings of 8 cells
EP-2.1 Cell 1 of n each, could lose any 1 string of
cells.
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Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

Quick Look
FMEA ID Name Function Failure Mode / Limit / System Side Switch Processor Switch Safe Mode Remediation
Constraint
Do we want tiered
autonomy response where
we power cycle first and
PSE reset the PSE side switch?
Inputs LVPS Local Autonomy ~1sec None None None None
PSE side switch Or we can just side switch
and allow the ground to try
to power cycle to "fix"
problem
Do we want tiered
autonomy response where
we power cycle first and
PSE reset the PSE side switch?
REM commands Local Autonomy ~1 sec None None None None Reset card
PSE side switch Or we can just side switch
and allow the ground to try
to power cycle to "fix"
problem
EP-1.2.2 Controller A
Reset Controller A
slice?
. Load shed / system side Might combine some functions with
EP-1.2.2. Hard fail Local / Syst Aut ? Aut HW? ? ? ?
a ard failure ocal / System (Not sure how to utonomy switch utonomy / X X CMD/TLM slice
compare power vs
load requirement)
EP-1.2.2.b Incorrect output Local PSE side switch Autonomy ? None None None None ?
Telemetry from bus junction
li d/or Cmd/Tll
Inputs S ice and/or m /Tim Local PSE side switch Autonomy ? None None None None ? CMD/TLM slice reset
interface, or signal from SAJ
board
. . Might combine some functions with
LVPS Local PSE sid tch Aut ? N N N N ?
oca side switc utonomy one one one one CMD/TLM slice
EP-1.2.3 LVPS A
EP-1.2.3.a No output Local PSE side switch Autonomy ? None None None None ?
EP-1.2.3.b Incorrect output Local PSE side switch Autonomy ? None None None None ?
Inputs Bus voltage from PDU Local PSE side switch Autonomy ? None None None None ?
EP-1.2.4 CMD/TLM B
EP-1.2.5 Controller B
EP-1.2.6 LVPS B
EP-2 Li-lon Battery
20 parallel strings of 8 cells
EP-2.1 Cell1ofn each, could lose any 1 string of

cells.
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FMEA ID Name Function Failure Mode / Limit / Revisit
Constraint
Inputs LVPS
REM commands
EP-1.2.2 Controller A
EP-1.2.2.a Hard failure
EP-1.2.2.b Incorrect output
Telemetry from bus junction
slice and/or Cmd/TIm
Inputs . .
interface, or signal from SAJ
board
LVPS
EP-1.2.3 LVPS A
EP-1.2.3.a No output
EP-1.2.3.b Incorrect output
Inputs Bus voltage from PDU
EP-1.2.4 CMD/TLM B
EP-1.2.5 Controller B
EP-1.2.6 LVPS B
EP-2 Li-lon Battery
20 parallel strings of 8 cells
EP-2.1 Cell 1 of n each, could lose any 1 string of

cells.

Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)
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Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

Effect Detection Method
FMEA ID Name Function Failure Mode / Limit / Possible Causes Phase Local Next Higher Mission Umbra Violation Severity Type of Observable How Observed? Tim for Diagnosis Tim Path for Time to Detect : Time to Detect
Constraint FM Diagnosis (Local) (System)
Slight reduction in batter Slight reduction in batte Long-term batter
EP-2.1.a Short Separator short circuit '8 X uction ! M '8 et 3 ! v No effect. N/A 4 None Yes 8 . v Battery voltage PSE to CDH ? ?
capacity, temporary hot spot  istorage capacity trending
Slight reduction in batter Slight reduction in batte Long-term batter
EP-2.1.b Open Open interconnect 8 . v 8 5 v No effect. N/A 4 None Yes 8 X v Battery voltage PSE to CDH ? ?
capacity storage capacity trending
Slight reduction in batter Slight reduction in batte Long-term batter
EP-2.1.c High Impedance Excessive degradation 8 X v 8 . v No effect. N/A 4 None Yes 8 X v Battery voltage PSE to CDH ? ?
capacity storage capacity trending
Battery would discharge and Battery current Battery current and
Inputs Current from bus junction slice v 8 Bus voltage would decrease No effect N/A 4 None Yes M v PSE to CDH ? ?
voltage would decrease telemetry voltage?
EP-3 Solar Arrays
EP-3.1 Solar Array 1
EP-3.1.1 Primary Array
EP-3.1.1.1 Strings
Lo Reduction in power margin; Telemetry will
Reduction in S/A output
EP-3.1.1.1a Short to ground Insulator breakdown current / P system is designed to No effect. N/A 4 None Yes indicate lower output :SA current PSE to CDH ? ?
accommodate this current
- Reduction in power margin; Telemetry will
Cracked cell or open Reduction in S/A output
EP-3.1.1.1b Open . P / P system is designed to No effect. N/A 4 None Yes indicate lower output :SA current PSE to CDH ? ?
interconnect current R
accommodate this current
EP-3.1.1.1.1 Cells (with bypass diodes)
Not likely; loss of
EP-3.1.1.1.1.a Short Shorted diode Small loss in power Negliglble effect No effect. N/A 4 None R v N/A None None None None
power is too small
Bypass diode will conduct, . Not likely; loss of
EP-3.1.1.1.1.b Open Cracked cell VP ) . Negliglble effect No effect. N/A 4 None R v N/A None None None None
leading to small loss in power power is too small
EP-3.1.2 Secondary Array
EP-3.1.2.1 Strings
First, reduction in power
margin; then, extend wings First, telemetry will
farther to compensate if close indicate lower output
Reduction in S/A output t ; Syst is designed t t; then, |
EP-3.1.2.1.a Short to ground Insulator breakdown eduction in 5/A outpu O sun; system |s' esigned to No effect. N/A 4 None Yes curren en, lower SA current PSE to CDH ? ?
current accommodate this. Could S/A flap angle to
cause EMI effects by compensate if close
connecting current loop (no to sun
remediation).
. - First, telemetry will
First, reduction in power L
. R indicate lower output
Cracked cell or open Reduction in S/A output margin; then, extend wings current; then, lower
EP-3.1.2.1b Open . P P farther to compensate if close :No effect. N/A 4 None Yes ! ! SA current PSE to CDH ? ?
interconnect current X . S/Aflap angle to
to sun; system is designed to .
. compensate if close
accommodate this
to sun
EP-3.1.2.1.1 Cells (with bypass diodes)
Not likely; loss of
EP-3.1.2.1.1.a Short Shorted diode Small loss in power Negliglble effect No effect. N/A 4 None v N/A None None None None

power is too small
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Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

Quick Look
FMEA ID Name Function Failure Mode / Limit / System Side Switch Processor Switch Safe Mode Remediation
Constraint
Ground performs long-
term trending on battery;
no response since this is
not fixable
Noticible with long-t
EP-2.1.a Short None None None ? oticlt € with ong erm‘ ? None None Nne None
(weeks) of battery trending .
Would any power cycling
need to be done to
conserve powering during
certain parts of orbit?
Ground performs long-
term trending on battery;
no response since this is
not fixable
Noticible with long-t
EP-2.1.b Open None None None ? oticlb’e with fong erm( ? None None Nne None
(weeks) of battery trending .
Would any power cycling
need to be done to
conserve powering during
certain parts of orbit?
Ground performs long-
term trending on battery;
no response since this is
not fixable
Noticible with long-term
EP-2.1.c High Impedance None None None ? s P None None Nne None
(weeks) of battery trending .
Would any power cycling
need to be done to
conserve powering during
certain parts of orbit?
Depends on root cause; switching PSE
Inputs Current from bus junction slice {None None None ? ? None None Nne None sides should resolve an issue internal to
the EPS
EP-3 Solar Arrays
EP-3.1 Solar Array 1
EP-3.1.1 Primary Array
EP-3.1.1.1 Strings
If far from sun, could see
reduction in current as fast Ground performs trending
1 sec; if close t , SA tion;
EP-3.1.1.1.a Short to ground None None None ? as LseGiic ose‘ osuAn None None Nne None on powergenera -|o_n
may have to wait until no response since this is
primary S/A receives not fixable?
sufficient illumination
If far from sun, could see
reduction in current as fast Ground performs trending
1 sec; if close t , SA tion;
EP-3.1.1.1.b Open None None None ? as LseG e ose‘ ° SuAn None None Nne None on powergenera -|o_n
may have to wait until no response since this is
primary S/A receives not fixable?
sufficient illumination
EP-3.1.1.1.1 Cells (with bypass diodes)
EP-3.1.1.1.1.a Short None None None None None None None None None None None
EP-3.1.1.1.1.b Open None None None None None None None None None None None
EP-3.1.2 Secondary Array
EP-3.1.2.1 Strings
1 sec to see reduction in
Ground performs trending
S/A current; then, several on SA power generation; Type of insulation means this is ver
EP-3.1.2.1.a Short to ground None None None ? minutes to see S/A flap ? None None Nne None P g ) ypA v
no response since this is unlikely.
angle decrease to X
; not fixable?
compensate if close to sun.
2 t duction i
secto see reduction in Ground performs trending
S/A current; then, several on SA power generation:
EP-3.1.2.1.b Open None None None ? minutes to see S/A flap ? None None Nne None P g o
no response since this is
angle decrease to .
; not fixable?
compensate if close to sun.
EP-3.1.2.1.1 Cells (with bypass diodes)
EP-3.1.2.1.1.a Short None None None None None None None None None None None
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FMEA ID Name Function Failure Mode / Limit / Revisit
Constraint
EP-2.1.a Short
EP-2.1.b Open
EP-2.1.c High Impedance
Inputs Current from bus junction slice
EP-3 Solar Arrays
EP-3.1 Solar Array 1
EP-3.1.1 Primary Array
EP-3.1.1.1 Strings
EP-3.1.1.1.a Short to ground
EP-3.1.1.1.b Open
EP-3.1.1.1.1 Cells (with bypass diodes)
EP-3.1.1.1.1.a Short
EP-3.1.1.1.1.b Open
EP-3.1.2 Secondary Array
EP-3.1.2.1 Strings
EP-3.1.2.1.a Short to ground
EP-3.1.2.1.b Open
EP-3.1.2.1.1 Cells (with bypass diodes)
EP-3.1.2.1.1.a Short

Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)
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Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

Effect Detection Method
FMEA ID Name Function Failure Mode / Limit / Possible Causes Phase Local Next Higher Mission Umbra Violation Severity Type of Observable How Observed? TIm for Diagnosis Tim Path for Time to Detect : Time to Detect
Constraint M Diagnosis (Local) (System)
Bypass diode will conduct, "
. . " Not likely; loss of
EP-3.1.2.1.1.b Open Cracked cell leading to small loss in power; Negliglble effect No effect. N/A 4 None R N/A None None None None
power is too small
may be local hot spot
EP-3.1.2.2 Sensor Cell (8)
Loss of telemetry for one Use redundant sensor cell (no PSE to CDH to
EP-3.1.2.2.a No output Cracked cell or broken wire sensor cell (used for fault | R ) No effect. N/A 4 Active Yes Telemetry Sensor Cell TIm ? None
X ) . side switching is required) Autonomy
protection and calibration)
Out of limit or incorrect Use redundant sensor cell (no
1) Cracked cell (e ot proecion anl ight neeo s Pt to COM 1o
I} u:
EP-3.1.2.2.b Incorrect output 2) Excessive darkening (should ) 5 P R g ! No effect. N/A 4 Active Yes Telemetry Sensor Cell Tim ? None
calibration). Would likely only iautonomy parameters based Autonomy
affect all cells equally) i ) . )
decrease output, not trip safingion trending (via ground
limit. analysis).
Take sensor offline. Might Question concerning
EP-3.1.2.2.c Debond failure ?olar array temperature would ineed to adjust autonomy , num%)er of ser\sors N/A 4
increase parameters based on trending irequired, talking to
(via ground analysis). Danielle.
Battery will discharge. May
need to change parameters
Reduction in S/A output ht d by trendi PSE to CDH t
Inputs Solar illumination Reduction in illumination eduction in $/A outpu (caug . on ground by trending No effect N/A 4 Active Yes S/A current telemetry iSA current ° ° ? ?
current analysis). Could mean arrays Autonomy
are out further (impacts to
time required to safe arrays)
EP-3.2 Solar Array 2
EP-3.2.1 Primary Array
EP-3.2.1.1 Strings
EP-3.2.1.1.1 Cells
EP-3.2.2 Secondary Array
EP-3.2.2.1 Strings
Cells
Loss of battery telemetry to Invalid, stale, or missing
v i battery telemetry would None N/A 4

controller

require controller switch.
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Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

Quick Look
FMEA ID Name Function Failure Mode / Limit / System Side Switch Processor Switch Safe Mode Remediation
Constraint

EP-3.1.2.1.1.b Open None None None None None None None None None None None
EP-3.1.2.2 Sensor Cell (8)

Use redundant
EP-3.1.2.2.a No output Local measurements Autonomy ? ~1sec ? None None Nne None None

only

Use redundant
EP-3.1.2.2.b Incorrect output Local measurements Autonomy ? ~1sec ? None None Nne None None

only
EP-3.1.2.2.c Debond failure

Depends on root cause; likely requires
Load shed, syst id tion to hard b d EPS (e.g.,
Inputs Solar illumination Reduction in illumination System None None None ? ? D? shed, system side Autonomy / HW? ? ? ? X X X aC'IOI"I 0 hardware beyon (e g! .
switch (LBSOC) avionics processor to correct S/A pointing
error)
EP-3.2 Solar Array 2
EP-3.2.1 Primary Array
EP-3.2.1.1 Strings
EP-3.2.1.1.1 Cells
EP-3.2.2 Secondary Array
EP-3.2.2.1 Strings
Cells

EP-4
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FMEA ID Name Function Failure Mode / Limit / Revisit
Constraint

EP-3.1.2.1.1.b Open

EP-3.1.2.2 Sensor Cell (8)

EP-3.1.2.2.a No output

EP-3.1.2.2.b Incorrect output

EP-3.1.2.2.c Debond failure

Inputs Solar illumination Reduction in illumination

EP-3.2 Solar Array 2

EP-3.2.1 Primary Array

EP-3.2.1.1 Strings

EP-3.2.1.1.1 Cells

EP-3.2.2 Secondary Array

EP-3.2.2.1 Strings

Cells

X
X

Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)
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Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

Subject Matter Notes: Yellow blocks are
Expert(s): Kenny Newsome Comp are listed for but failure mode and FMEA
information is only displayed in the first copy of the component.
Effect D Method
FMEA ID Name Function Failure Mode / Limit / Constraint Possible Causes Phase Local Next Higher Mission Umbra Violation Severity Type of FM Observable How Observed? Tim for Diagnosis Tim Path for Time to Detect (Local) Time to Detect
Diagnosis (System)
ECU-1 ECU
ECU-1.1 ECU Side A
ECU-1.1.1 Control and Status Side A
Switch to Redundant Side ECU
Autonomy should notice
S N problem (ex. lack of status Impact to Fault: Management: If Side A
Circuitry Failure - FPGA, ASIC, . .
ECU-L1la Hard Failure etc.. Complete Loss of Control and itelemetry) and command fails, we will no longer be able to no effect R Active ves Loss of Status ECU Aliveness ECU to REM >
Status ability on ECU Side switch to redundant ECU side :handle position mis-match faults in Telemetry
(does not require avionics side isame manner - where redundant side
switch). potentiometers are used as "third
vote"
Unable to execute any ECU
Control Commands:
1) Fails to step motor actuator
1) Command UART Failure when commanded (Flap, 1) Observe commands:Potentiometer
(receiver) Feather, HGA) Autonomy should command Cause temporary loss of ECU not executed telemetry ; ECU step
" 2) Command UART Fault 2) Fails to return status switch to redundant ECU side R . N . 2) Loss of Status count telemetry;
ECU-1.1.1.b Inability to execute control commands . o no effect side functionality for TBD 2R Active yes ECU to REM ?
(receiver) telemetry and should set flag indicating Telemetry (Send redundant ECU
3) Harness Fault 3) Fails to cancel step in ECU Fault/Failure. seconds Telemetry command itelemetry
progress when commanded not executed)
4) Fails to set cumulative step
count (re-initialize) when
commanded
1) Telemetry UART Failure
(Zc;q'\:;)metry UART Fault ) Au.mnomy should commaer
ECU-1.1.1.c Inability to send status telemetry (driver) Unable to transmit any ECU switch to redundanF E(.:U S.Ide no effect no effect yes Loss of Status ECU Aliveness ECU to REM ?
3) Harness Fault status telemetry and should s?t flag indicating Telemetry
ECU Fault/Failure.
Potentiometer
Autonomy recognizes that . telemetry ; ECU step
ECU-1.1.1.d Hung (repeating a command) ECU c(?ntinues to command actuator continues beyf)nd no effect If n(lnt caught quickly enough ves C'\fl;ttli(:‘:;f Z::)a:dor count telemetry; £CU to REM 2
actuation. expected value and switches during encounter. redundant ECU
. expected value
sides of ECU. telemetry
1) Observe commands;Potentiometer
Autonomy should command Cause temporary loss of ECU not executed telemetry ; ECU step
ECU-1.1.1.e Hung/Locked up state (not commanding) iSEU Command(Telemetry hung andswitch to redundanf E(,:U s}de no effect side functionality for TBD yes 2) Loss of Status count telemetry; ECU to REM ?
unresponsive and should set flag indicating Telemetry (Send redundant ECU
ECU Fault. seconds Telemetry command itelemetry
not executed)
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Subject Matter
Expert(s):

FMEA ID

Kenny Newsome

Name

Notes: Yellow

blocks are

C are listed for

but failure mode and FMEA

information is only displayed in the first copy of the component.

Function

Failure Mode / Limit / Constraint

Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

Quick Look

Response Level

Desired Local

Allocation of Local
e

Time to fix
locally

Time to Transmit
Signal

Desired System
Response

Allocation of System

Time to fix system

Time to Transmit
Signal

Ground Response /
Ce

System Side Switch

Processor Side

Safe Mode

Remediation

Revisit

ECU-1

ECU

ECU-1.1

ECU Side A

ECU-1.1.1

Control and Status Side A

ECU-1.1.1.a

Hard Failure

Local

If potentiometer and
step count are
mismatched, turn on
redundant ECU for
3rd vote; If third vote
is correct power off
primary ECU
otherwise system side
switch???

Would this same
premise work or
would this not be
evaluated if ECU
telemetry was stale?
Might need an
aliveness rule

Autonomy

None

None

None

None

None

Switch to redundant ECU side

ECU-1.1.1b

Inability to execute control commands

Local

If potentiometer and
step count are
mismatched, turn on
redundant ECU for
3rd vote; If third vote
is correct power off
primary ECU
otherwise system side
switch???

Autonomy

None

None

None

None

None

Switch to redundant ECU side (power cycle will
clear non-harness fault). Could diagnose a harness
problem by switching sides of avionics.

ECU-1.1.1.c

Inability to send status telemetry

Local

If potentiometer and
step count are
mismatched, turn on
redundant ECU for
3rd vote; If third vote
is correct power off
primary ECU
otherwise system side
switch???

Would this same
premise work or
would this not be
evaluated if ECU
telemetry was stale?
Might need an
aliveness rule

Autonomy

None

None

None

None

None

Switch to redundant ECU side (power cycle will
clear fault). Next step would be avionics side
switch.

ECU-1.1.1.d

Hung (repeating a command)

Local

If potentiometer and
step count are
mismatched, turn on
redundant ECU for
3rd vote; If third vote
is correct power off
primary ECU
otherwise system side
switch???

Autonomy

None

None

None

None

None

Switch to redundant ECU side or switch sides of
avionics.

ECU-1.1.1.e

Hung/Locked up state (not commanding)

Local

If potentiometer and
step count are
mismatched, turn on
redundant ECU for
3rd vote; If third vote
is correct power off
primary ECU
otherwise system side
switch???

Autonomy

None

None

None

None

None

Switch to redundant ECU side (power cycle will
clear fault)
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Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

Effect D Method
FMEA ID Name Function Failure Mode / Limit / Constraint Possible Causes Phase Local Next Higher Mission Umbra Violation Severity Type of FM Observable How Observed? TIm for Diagnosis Tim Path for Time to Detect (Local) Time to Detect
Diagnosis (System)
Switch to Redundant Side ECU Potentiometer
Autonomy should notice telemetry ; ECU step
problem (ex. lack of status Impact to Fault Management: If Side A count telemetry;
REM generated commands for control and Complete Loss of Control and itelemetry) and command fails, we will no longer be able to . Loss of Status redundant ECU
Inputs L N N . L X . no effect 4 Active yes ECU to REM ?
status - cross-strapped (REM A and REM B) Status ability on ECU Side switch to redundant ECU side :handle position mis-match faults in Telemetry telemetry
(does not require avionics side isame manner - where redundant side
switch). potentiometers are used as "third ECU Aliveness
vote"
Switch to Redundant Side ECU Potentiometer
Autonomy should notice telemetry ; ECU step
problem (ex. lack of status Impact to Fault Management: If Side A count telemetry;
. Complete Loss of Control and itelemetry) and command fails, we will no longer be able to . Loss of Status redundant ECU
Bus Voltage - ECU Side A Power . N N . . . B no effect 4 Active yes ECU to REM ?
Status ability on ECU Side switch to redundant ECU side :ihandle position mis-match faults in Telemetry telemetry
(does not require avionics side isame manner - where redundant side
switch). potentiometers are used as "third ECU Aliveness
vote"
ECU-1.1.2 Power Side A
Switch to Redundant Side ECU
Autonomy should notice no
v . Impact to Fault Management: If Side A
power to ECU side, as well as . N .
— Complete Loss of power to ECU fails, we will no longer be able to . Loss of Status ECU Aliveness; ECU  :ECU to REM
ECU-1.1.2.a No Power Open Circuit N lack of status telemetry and . . B no effect 2R Active yes ?
Side 3 handle position mis-match faults in Telemetry Power State PDU to REM
command switch to redundant .
. same manner - where redundant side
ECU side. . .
potentiometers are used as "third
vote"
Switch to Redundant Side ECU
1) Telemetry should
Autonomy should notice Impact to Fault Management: If Side A ; ) ,e em‘e Ty shou
Unstable/Unpredictable incorrect power to ECU side fails, we will no longer be able to indicate incorrect ECU current / voltage
ECU-1.1.2.b Incorrect Power Regulation Voltage Regulation Failure N N ! . N . no effect 2R Active yes voltage PDU to REM ?
operation. and command switch to handle position mis-match faults in ?
. . 2) Loss of Status
redundant ECU side. same manner - where redundant side
. . Telemetry?
potentiometers are used as "third
vote"
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Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

Quick Look
System Side Switch Processor Side Safe Mode Remediation Revisit

FMEA ID Name Function Failure Mode / Limit / Constraint

If potentiometer and
step count are
mismatched, turn on
redundant ECU for
3rd vote; If third vote
is correct power off
primary ECU
otherwise system side

REM generated commands for control and switch???

5 5 y .
Inputs status - cross-strapped (REM A and REM B) Local Autonomy ? ? None None None None None Switch to redundant ECU side

Would this same
premise work or
would this not be
evaluated if ECU
telemetry was stale?
Might need an
aliveness rule

If potentiometer and
step count are
mismatched, turn on
redundant ECU for
3rd vote; If third vote

is correct power off Switch to redundant ECU side. PDU switch could

rimary ECU
P y N allow a single FET to power ECU, but that ECU would
otherwise system side .
. only work from then on with that PDU.
switch???

Bus Voltage - ECU Side A Power Local Autonomy ? ? None None None None None Potentiometers would match each other (and actual
location value), but step count would match what
had been commanded (with commands that didn't

Would thi:
oul is same get through).

premise work or
would this not be
evaluated if ECU
telemetry was stale?
Might need an
aliveness rule

ECU-1.1.2 Power Side A

If potentiometer and
step count are
mismatched, turn on
redundant ECU for
3rd vote; If third vote
is correct power off
primary ECU
otherwise system side

switch???
ECU-1.1.2.a No Power Local Autonomy ? ? None None None None None Switch to redundant ECU side

Would this same
premise work or
would this not be
evaluated if ECU
telemetry was stale?
Might need an
aliveness rule

If potentiometer and
step count are
mismatched, turn on
redundant ECU for
3rd vote; If third vote
is correct power off
primary ECU
otherwise system side

itch???
ECU-1.1.2.b Incorrect Power Regulation Local swite Autonomy ? ? None None None None None Switch to redundant ECU side

Would this same
premise work or
would this not be
evaluated if ECU
telemetry was stale?
Might need an
aliveness rule
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Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

Effect D Method
FMEA ID Name Function Failure Mode / Limit / Constraint Possible Causes Phase Local Next Higher Mission Umbra Violation Severity Type of FM Observable How Observed? TIm for Diagnosis Tim Path for Time to Detect (Local) Time to Detect
Diagnosis (System)
Switch to Redundant Side ECU
Autonomy should notice ECU current / voltage
problem (ex. lack of status Impact to Fault Management: If Side A ?
. Complete Loss of Control and itelemetry) and command fails, we will no longer be able to . Loss of Status ECU to REM
- ? ?
Inputs Bus Voltage - ECU Side A Power Status ability on ECU Side switch to redundant ECU side :handle position mis-match faults in no effect 4 Active ves Telemetry ECU Power State PDU to REM : :
(does not require avionics side isame manner - where redundant side
switch). potentiometers are used as "third ECU Aliveness
vote"
ECU-1.2 ECU Side B
ECU-1.2.1 Control and Status Side B
ECU-1.2.2 Power Side B
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FMEA ID

Name

Function

Failure Mode / Limit / Constraint

Inputs

Bus Voltage - ECU Side A Power

Local

If potentiometer and
step count are
mismatched, turn on
redundant ECU for
3rd vote; If third vote
is correct power off
primary ECU
otherwise system side
switch???

Would this same
premise work or
would this not be
evaluated if ECU
telemetry was stale?
Might need an
aliveness rule

Autonomy

Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

None

None

None

None

None

Quick Look

System Side Switch

Processor Side

Safe Mode

Remediation

Revisit

Switch to redundant ECU side. PDU switch could
allow a single FET to power ECU, but that ECU would
only work from then on with that PDU.
Potentiometers would match each other (and actual
location value), but step count would match what
had been commanded (with commands that didn't
get through).

ECU-1.2

ECU Side B

ECU-1.2.1

Control and Status Side B

ECU-1.2.2

Power Side B
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Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

Subject Matter Notes: Much of this is dependent on the exact sensors selected. Selection will probably not
Robin Vaughan
Expert(s): occur until 2014, ighlighted blocks < listed
Effect
. i it y i Time to Detect ; Time to Detect
FMEAID Name Function Failure Mode / Limit / Constraint Possible Causes Phase Local Next Higher Mission Umbra Violation Severity | Typeof FM |  Observable Tim e e
[ Star Trackers
Ge11 Star Tracker A
G&C software may accept
degraded attitude solutions Unlikely that a localized
and generate less accurate change in attitude large
spacecraft atttude solutions. enough to cause an umbra L tracker i abe to utout
. rackeris able to outpu
GRC software will attempt to {If not corrected, the tracker iviolation would be accepted i
telemetry, it should indicate
propagate attitude from last could be deemed unusable for {by the G&C software even f it y
. it's current operating mode. Probably 1020
available tracker solution (or {the rest of the mission. May  iwere generated by the
Input command not received or acted on. (When turned on, GAC software will be seconds to
" 1) Faulty connector or harness/wiring inside unit Tracker does not reach normal atttude solution saved from {not meet WISPR attitude  {tracker. A slowly drifting
trackers typically need to be sent a series of command that bring . monitoring some of these decide that a
2) Localized electronics fault that afects command processing logic; localized electronics ‘operating mode; either degraded previous processor on shut v might be
6cl1a them up to full operational mode. I the tracker is unable to Al 3 Probably health & status flags. problemis
fault that prevents configuration change inside unit atttude solutions are generated or no {down if processor reset or d detect and could
correctly process these commands, it can fal to reach the normal N . Telemetry willalso be persistent and
3) Error in tracker processor internal software/firmware & switch) gyro  iwith only one tracker. eventualy result in an umbra
tracking mode where it would start generating attitude solutions.) downlinked oceasionally as warrants taking
rate data. Violation if undetected. o
y art of ground monitoring o
No attitude solution would  itill meet full mission science {Similarly, propagation using e ore €
G&C component
anumbra only gyro rates could
" . performance.
violation if G&C is unable to eventualy result in an umbra
attempt attitude control and Violation since gyro errors will
never gets some knowledge of build up over time.
actual atitude.
Unlikely that a localized Some trackers have status
Ifnot corrected, the tracker | " e ooty that il oot i i
" change in attitude large elemetry that will indicate if i
Input message not received or processed. (The trackers typically G&C software may reject the _{could be deemed unusable for |- - & & e
5 enough to cause an umbra is recelving the timing pulse or Probably 1020
need some information from the avionics/FSW to generate correct attitude solution ift's the rest of the mission. May !
! violation would be accepted other input data. G&C seconds to
attitude solutions. Examples are s/c velocity wrt Sun for aberration inconsistent with recent {not meet WISPR attitude
1) Faulty connector or harness/wiring inside unit Tracker uses old or incorrect by the G&C software even if it software will be monitoring decide that a
corrections, timing pulse to get the equivalent of TOT for star § solutions. G&C software may {knowledge accuracy "
GC11b 2) Localized electronics fauit that affects message processing logic Al information to generate attitude ‘were generated by the 3 Maybe some of these health & status problemis
position calculation. A fault on the s/c side or nside the tracker tha use the degraded attitude d perinelia
3) Error in tracker processor internal software/firmware solution; solution accuracy is degraded tracker. A " flags. Telemetry wil also be persistent and
causes this information to not be avalable will cause problems for solution and generate less {with only one tracker. "
. . atitude solution might be downlinked oceasionally as warrants taking
the tracker in that the attitude solutions coming out will be accurate spacecraft attitude
harder to detect and could part of ground monitoring of action
degraded.) solution. il meet full mission science
eventualy result in an umbra G&C component
requirements.
Violation if undetected. performance.
1) Sensor/detector not able to collect measurements
2) Permanent damage to detector elements (baffle, optics, APS detector, etc.)
‘Some trackers have status
- Permanent radiation damage to detector
telemetry that willindicate
- Surface damage to baffle or design error allows too much stray light into tracker optical
oo that they can no longer
enerate attitude solutions,
- Glint/reflection from other parts of the s/c gets into tracker optical path as stray light P ———
- Cracks, puts, or material deposits (contamination) on lenses make images unusable
- Radiation exposure darkens glass so that not enough light gets to detector to detect monitoring some of these
o o health & status flags. G&C
8 N G&C software will either If not corrected, the tracker attitude estimation software Probably 10-20
b) Temporary tar images (not enough Tracker may transition toa mode
° continue to use tracker could be deemed unusable for willflag 2 problem if too many seconds to
bright stars found in images): ‘where it doesn'ttry to generate attitude] Propagated attitude will slowly]
_ : solutions for the other tracker jthe rest of the mission. May consecutive attitude solutions decide that a
Failure to output requested telemetry; output messages not |- Dust obscuring images solutions i it doesn't succeed in getting it from true atttude and :
Ge11e or attempt to propagate s/c  inot meet WISPR attitude 3 Maybe from the same tracker are problemis
generated. (Tracker does not output any attitude solutions) |- CME o other radiation event temporarily causing too much nose in star images 2 solution for some predefined time could eventually resultin an
attitude using gyro rate data {knowledge accuracy missing. Telemetry wil also be persistent and
- Plume particles from thruster firing passing through tracker FOV period (reaction depends on which umbra violation.
" I from last valid startracker  frequirements around perinelia downlinked occasionally as warrants taking
- High or » that can't by internal cooler ‘noise tracker we choose to fly)
attitude solution with only one tracker. part of ground monitoring of action
on detector)
5 " o G&C component
erformance.
2) Hardware fault prevents image bring read out from detector "
b) Hardware d: faultin internal electronics boards or h that prevent
) Hardware damage or fault in internal electronics boards or harnessing that prevents Vot ST provide telemety on
image
background level. Long-term
) Hardware damage or faultin nternal electronics boards or harnessing or connectors e vt
that prevents generation of properly-formatted telemetry ol
) Error in tracker processor internal software/firmware - problem with image P -
processing that detects star images and/or algorithms that form attitude solution from
1) Sensor/detector sporadically unable to collect star field images
2) Damage to detector elements (baffle, optics, APS, detector, etc)
- Temporary radiation damage to detector
- Glint/reflection from other parts of the s/c temporarily gets into tracker optical path
freflection from other parts of the s/c temporarily gets into tracker optical path as: Some trackers have status
tray light (could be dependent on atttude relative to Sun) ety GEC wttmare il
nvironmental/viewing conditions degrading star field images (not enough bright Propagated attitude will slowly] .
stars in images): rift from true attitude and be monitoring some of these
8 G&C software will either If not corrected, the tracker health & status flags. G&C Probably 10-20
s insufficis - Dust obscuring star images Tracker may transition to a mode could eventually resuitin an
utput v (Tracker ° continue to use tracker could be deemed unusable for atitude estimation software seconds to
- CME or other radiation event temporarily causing too much noise in star images where it doesn'ttry to generate attitude] umbra violation if time
does not output the expected number/quantity of attitude : solutions for the other tracker {the rest of the mission. May will flag a problem if too many decide that a
- Plume particles from thruster firing passing through tracker FOV solutions if it doesn't succeed in getting between measurements is :
Gc11d solutions or does not generate telemetry messages at expected ! —_— ‘or attempt to propagate s/c ot meet WISPR attitude 3 Maybe consecutive attitude solutions problemis
- Highor » that can't by internal cooler ‘noise 2 solution for some predefined time very long; less likely in this
rate for read out or full complement of measurements not attitude using gyro rate data  {knowledge accuracy from the same tracker are persistent and
on detector) period (reaction depends on which are 8
generated for single data message.) from between valid star  irequirements around perihelia missing. Telemetry will also be warrants taking
) or tracker we choose to fly) are getting some attitude
tracker attitude solutions  iwith only one tracker : downlinked oceasionally as action
2) Hardware fault prevents image bring read out from detector solutions - just not the total
part of ground monitoring of
b) Hardware damage o fault n internal electronics boards or harnessing that prevents amount we should be getting
G&C component
mage erformance.
¢) Hardware damage or fault in internal electronics boards or harnessing or connectors P
that prevents generation of properly-formatted telemetry
d) Error n tracker processor internal software/firmware - problem with image
processing that detects star images and/or algorithms that form attitude solution from
1) Sensor/detector sporadically unable to collect star field images
2) Damage to detector elements (baffle, optics, APS, detector, etc)
- Temporary radiation damage to detector
- Glint/reflection from other parts of the s/c temporarily gets into tracker optical path
int/reflection from other parts of the s/c temporarily gets into tracker optical path as Some trackers have status
tray light (could be dependent on atttude relative to Sun) ety GEC witmare il
b) Environmental/viewing conditions degrading star field images (not enough bright G&C software will check the Propagated attitude will slowly] e monitoring some of these
tars wality flags and refect th rift from true attitude and
stars n images) aualty 1ags and rEIECt e e ot corrected, the tracker {1 TO L€ attitude ans health & status flags. G&C Probably 1020
- Dust obscuring star images Track some quality ifit's too poor. could eventually resuitin an
could be deemed unusable for atitude estimation software seconds to
- CME or other radiation event temporarily causing too much noise in star images flags along with the attitude solution. :Attitude estimates will umbra violation if time
b y (Tracker the rest of the mission. May wil flag a problem if too many decide that a
- Plume particles from thruster firing passing through tracker FOV ‘Some trackers will transition to a mode {continue using solutions from between measurements is :
GClle ' quality isless (not ! I not meet WISPR attitude 3 Maybe consecutive attitude solutions problemis
- High or » that can't by internal cooler ‘noise where they no longer generate attitude the other tracker if available. Very long; less likely n this
meeting spec).) (nowledge accuracy from the same tracker are persistent and
on detector) solutions if low-quality solutions persist {and acceptable; otherwise case since we will likely b
requirements around perinelia rejected. Telemetry will also warrants taking
2) Intermittent fault in disrupts processing, image: for some predefined time period. atttude will be propagated getting some valid solutions of
with only one tracker. be downlinked occasionally as action
or prevents communicaiton of some attitude solutions: from last valid tracker solution acceptable quality from the
part of ground monitoring of
2) Hardware fault sporadically prevents image bring read out from detector using gyro rate data. tracker e commanent
b) Hardware damage or fault in internal electronics boards or harnessing that e forper
sporadically prevents image P
) Hardware damage or fault in internal electronics boards or harnessing or connectors
) Error in tracker processor internal software - with image
o i ditions degrading s not enough GAC software willreject a
‘emporary environmentalviewing conditions degrading star images (not enoug! easurement f s not 68 atitude estimation
bright stars found in images):
consistent with recent past lf not corrected (and software willflag a problem if
2) Dust obscuring images Possible, but not likely. The Probably 1020
history of s/c atitude & rate {somehow detected), the t00 many consecutive attitude
b) CME or temporarily causing h noise n star images attitude solutions could be off seconds to
b y are or if time tag is out of order.  tracker could be deemed solutions from the same.
. ' <) Plume p n thruster firing passing through tracker FOV just enough to cause the " decide that a
flagged valid. (Tracker outputs attitude solutions whose time or ¢ But there will be bounds  {unusable for the rest of the 0 tracker are rejected.
GoLaf ) High or low temperature that can't be compensated by internal cooler (thermal None - tracker thinks everything is ok spacecraft to "t relative to 3 Maybe problemis
attitude is wrong but without indicating any problems with the  ic) 6" associated with these checks ~imission. May not meet WISPR Telemetry willalso be
i noise” on detector) the Sun or slowly drift of N persistent and
solutions in its own quality lags.) and some bad measurements {attitude knowledge accuracy downlinked oceasionally as
2) Error n software or related memory degrades procesing of star feld images: from the desired TPS to Sun warrants taking
may be used n the attitude  {requirements around perihelia part of ground monitoring of
2) Star locations o pattern matching is not auite correct pointing.
estimation if they are just  jwith only one tracker. G&C component
b) Time stamp associated with atttude solution from star field image i biased from : .y
sightly off"instead of performance.
correct time
obviously out of family.
Can't meet WISPR pointing
requirements during,
Inputs Power ST not powered No effect N/A 3
P P encounter. Switch to other ST 4
if not already active.
Accuracy of ST output will dift
and might send flags to
tonomy. Ground will not
2utonomy. Ground wil notice Drift may cause s/c to get into
crift n long term trending and undesired position, but SLSes
Time code ST will keep working ‘will command s/c to reset ST No effect. P - 3
should alert autonomy to any
and/or switch to other ST, if
. potential umbra violations.
it's not already active. With
loss of a ST, can't meet WISPR
pointing requirements,
‘Accuracy of ST output will dift
and might send flags to
tonomy. Ground will ot §
autonomy. Ground wil notice Drift may cause s/c to get into
rift in long-term trending and
ST will keep working, but will report that undesired position, but SLSes
/c velocity from Fsw . will command s/c to reset ST~ iNo effect 3
it's not getting this information. should alert autonomy to any
and/or switch o other ST, if
" potential umbra violations
it's not already active. With
loss of a ST, can't meet WISPR
pointing requirements,
Switch sides of avionics and/or|
command muliplexer to
If et to wrong side of avionics, looks i correct setting. Can't meet
Multiplex No effect /A 3
ultiplexer like STis of. WISPR pointing requirements | \© © /
during encounter with a single
s
2] Star Tracker &
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Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

SublectMatter [ Notes: Much of this is dependent on the exact sensors selected. Selection will probably not
Expert(s): '8 occur until 2014, ighlighted blocks r listed
System Side | Processor Safe Mode
FMEAID Name Function Failure Mode / Limit / Constraint Switch Switch Remediation Revisit
=) Star Trackers
R Star Tracker A
/G&C attitude estimation software
i blemf too ms 1f G&C software fl blem eith
Input command not received o acted on. (When turned on, willflag a problem 06 many Software flags 2 problem either Software reboot, tracker reset, or tracker
" 8 consecutive attitude solutions from the health & status telemetry or with *
trackers typically need to be sent a series of command that bring § ' P § power cycle may fix some problems with
from the same tracker are missing the atitude solutions, it willrequest action
GCl1a them up to full operational mode. I the tracker is unable to electronics o software. Switching to
or rejected (fal to pass the sanity from fault protection. Usually this is by N
correctly process these commands, it can fail to reach the normal . " redundant unit may not alleviate problems if
checks - mostly consistency outputting flags that are used in the
tracking mode where it would start generating attitude solutions.) the error les in common software.
checks on the time sequence of premise of various autonomy rules.
solutions)
Input message not received or processed. (The trackers typically (G&C attitude estimation software
need some information from the avionics/FSW to generate correct will flag a problem if too many 1f G&C software flags 2 problem either Inernal reset (no ground or autonomy action
attitude solutions. Examples are s/c velocity wrt Sun for aberration consecutive attitude solutions from the health & status telemetry or with required), software reboot, tracker reset, or
cciih corrections, timing pulse to get the equivalent of TDT for star from the same tracker are the attitude solutions, it willrequest action tracker power cycle may fix some problems
; position calculation. A fault on the s/c side or nside the tracker tha rejected (fail to pass the sanity from fault protection. Usually this is by with electronics or software. Switching to
causes this information to not be avalable will cause problems for checks - mostly consistency outputting flags that are used in the redundant unit may not alleviate problems if
the tracker in that the attitude solutions coming out will be checks on the time sequence of of various autonomy rules. the error ies in common software.
degraded.) solutions)
Might be able to boil off
contamination material (anti-ram ST
(only - some STs have internal
coolers that could be turned off to
If G&C software flags a problem either aid in this process), work around Software reboot, trackerreset, o tracker
from the health & status telemetry or with parts of the image field that have
" s te § power cycle may fix some problems with
not the attitude solutions, it will request action suspect image content, change i’ i
Gec electronics o software. Switching to
generated. (Tracker does not output any attitude solutions.) from fault protection. Usually this is by attitude relative to stray light source
y . redundant unit may not alleviate problems if
outputting fags that are used in the 1 don'tthink any of these can be i
the error ies in common software.
premise of various autonomy rules. addressed with a fault protection
response on the spacecraft. We'd
have o get the ground in the loop to
diagnose the problem and decide on
what fix to try.
Might be able to boil off
contamination material (anti-ram ST
only - some ST have internal
coolers that could be turned off to
N If G&C software fi ble eith id inthis process), work around
(Tracker Software flags 2 problem either 2id in this process), work aroun Software reboot, tracker reset, or tracker
from the health & status telemetry or with parts of the image field that have
does not output the expected number/quantity of attitude ' P § power cycle may fix some problems with
the atitude solutions, it will request action suspect image content, change ' i
Ge11d solutions or does not generate telemetry messages at expected electronics or software. Switching to
from fault protection. Usually this is by attitude relative to stray light source
rate for read out or full complement of measurements not , . redundant unit may not alleviate problems if
outputting fags that are used in the 1 don'tthink any of these can be i
generated for single data message.) the error ies in common software.
premise of various autonomy rules. addressed with a fault protection
response on the spacecraft. We'd
have to get the ground in the loop to
diagnose the problem and decide on
‘what fix to try.
If GAC software flags 2 problem either Software reboot, tracker reset, or tracker
from the health & status telemetry or with
b v (Tracker ' e § power cycle may fix some problems with
- the atitude solutions, it willrequest action ' i
GClte quality is less (not electronics or software. Switching to
from fault protection. Usually this is by
meeting spec).) y redundant unit may not alleviate problems if
‘outputting fags that are used in the -
the error ies in common software.
premise of various autonomy rules.
1f GAC software flags 2 problem either Software reboot, tracker reset, or tracker
b v from the health & status telemetry or with B A
flagged valid. (Tracker outputs attitude solutions whose time or the attitude solutions, it will request action: power cyele may P
GeLLf electronics o software. Switching to
attitude is wrong but without indicating any problems with the from fault protection. Usually this is by N
p i " redundant unit may not alleviate problems i
solutions i its own quality flags.) ‘outputting flags that are used in the
the error les in common software.
premise of various autonomy rules.
Inputs Power
Time code
/c velocity from FSW
Multiplexer
[=¥) Star Tracker &
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Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

Effect
. . i y i Time to Detect | Time to Detect
FMEAID Name Function Failure Mode / Limit / Constr Possible Causes Phase Local Next Higher Mission Umbra Violation Severity | Typeof FM |  Observable Diagn Tim Diagn .
i the current design, there 1+
one electronics box which is
internaly redundant - has two
separate interfaces to the
sensor heads and to the Note on umbra violation for
spacecraft (two identical, :
separate cards, similar to an ‘When any of the SLS heads
internally-redundant see the Sun, then the
IMU/SSIRU). There are 4 spacecraft attitude has already]
sensor heads, each drifted enough off the
redundant in that there are nominal attitude that the
physically two separate sets of umbra for the SLS placement
solar cells that can sense the has been violated. This column;
At default attitude when <0.82 .
GC2 Solar Limb Sensors :Sun on each head. They are f a"s“ itude when s interpreted to mean that the}
connected to.a different side AU from Sun /c packaging umbra s or can
of the electronics. Thereis a be violated. The SLS heads will
single connector for both cells sce the Sun before the s/c
on a sensor head, and a single packaging umbra i violated.
pane of glass over the two Just having an SLS head see
cells(two common-cause the Sun does not constitute an:
failures for a sensor head) umbra violation (but it does
mean we are closer to a
The entries in this sheet are violation than we should be).
restricted to solar distances
where the nominal attitude is
to have +2(TPS) aligned with
the Sun.
(%) Solar Limb Sensor A
Loss of mission if umbra
Violation accurs while trying to
Control correction will be i correct attitude using
Input message not received or processed. (The solar limb sensors ‘wrong because offset angle s {degraded offset angles from Don'tthink there is a way to
Sun geometry when first detected is
may need some information from the avionics/FSW to set gains or et o aetestion e wrong LS. I we avoid umbra Possible. Spacecraft could drit detect this. If we are using the
parameters that are used in computing Sun offset angle from cell . i Will not meet WISPR pointing iviolation, we may be able to ~{into s/c packaging umbra wrong parameters in the SLS
1) Faulty connector or harness/wiring insde unit unaffected; solar limb sensor uses old . 1) None " "> 1) None 1) None 1) None
intensity readings. A fault on the s/c side or inside the solar imb requirements when correct the parameter values fwhile tring to correct atitude; signal processing, we won't
6c21a 2) Localized electronics fault that affects message processing logic or incorrect information to generate 2 i2)Acive  iProbably not 2) LS heartbeat? 2) LS to CDH to Autonomy  12)? None
sensor that causes this information to not be available will cause . . controlling based on SLS data. fbefore we have another  {using SLS angle data f control have any way to conclude that
i 3) Error in solar limb sensor internal firmware (FPGA) ‘Sun offset angle; angle accuracy is ¥ e o 3) Active 3) SLS heartbeat? 3) LS to CDH to Autonomy  {3)?
problems for the solar limb sensor in that the angle solutions attitude anomaly where SLS  {action is not "strong” enough ‘we are getting wrong answers.
degraded and time when first angle is .
coming out wil be degraded. (cases where angle solutions are et 5/C may think it's seeing the  {would see the Sun.(With luck {or not taken soon enough. (This assumes th target
grossly incorrect are included in another section below)) putmay be delay Sun earler than it actually s, {we'd never gt a second attitude is +2/TP5 to Sun.)
or may "see” it too late. occurence where we would
testif we had made the right
correction.)
not able to collect to detector elements None if falure confined to There may not be a way to
(shield, cover glass, solar cels, etc.) gle sde of detector head or detect this since the normal
- Permanent radiation damage to detector element one side of redundant condition for the SLS is to not
’ . No if data still available from
Case 1: telemetry; - Failure in detector solar cells (no output current) electronics (the loss of a single have any data to output
other side of detector head or
not generated. (One solar imb sensor head does not output any i~ Cracks, pits, or material deposits (contamination) on cover glass blocks or alters path of! none -SL i trying to communicate. {sensor is o). The otherside ofPotentiallossof mission fSLs {01 o o\ "¢ because the heads are not
Gc21b sun presence or offset angle atwegettoan  {sunli cells and isn't able to or cannot detect the  {the head would detect the Sundata not available from e both elactronics R iNone Probably not  {seeing the Sun. Ifwe run with {SLS output 515 to COH g None
atttude where the head would see the Sun so that it should be i~ Alignment shifts during fight so some part of the spacecrait blocks the FOV of the head! Sun when itis exposed to it and alert GRC software to the iredundant heads/electronics fc- 1 0" 0 PN SO | both sides on, we might be
outputting Sun presence flags and offset angle values).) o shield/housing of head moves relative to the FOV so Sun light doesn't ge to the cells ation. O data available o b able to see that one side of a
- Radiation exposure darkens glass so that not enough light gets to detector solar cells from other side of electronics. head s outputting data and
- Broken connection in wiring of sola cells (Presumes we run with both the other one isn't assuming
sides on at alltimes) that head is seeing the Sun
None if falure confined to
Electronics not able t v nicate m t le side of detector head
ectronics not able to process or communicate measurements gle sde of detector head or e may be able o detectthat
- Hardware fault prevents data being read out from detector head, e.g, harness leading, one side of redundant
, § No if data still available from the electronics never puts
Case 2: telemetry; back to damaged o broken. electronics (the loss of a single
other side of detector head or data on the interface to the
(One side of SLS el does not output any dware & faultin boards & that prevents none -SL i trying to communicate.{sensor is o). The otherside of Potential lossof mission i s {0, °° 7\ 214" b o e a0
Gc21c Sun presence or offset angle data (presumes that we get toan | detector data processing. and isn't able to or cannot detect the  ithe head would detect the Sundata not available from g R iNone Maybe s15 output 515 to COH 3 None
common to both electronics detect that the electronics
atttude where one or more heads would see the Sun so that it dware & ault in boards & or connectors Sun when its exposed to it and alert GEC software to the {redundant heads/electronics
© or both sides of asingle sensor, outputs a message that says
should be outputting Sun presence flags and offset angle values).)ithat prevents generation of properly formatted data messages. violation. Or data available - o
. Error in solar limb sensor processor internal firmware - problem with data processing from other side of electronics. o ma‘:’y e e
that generates Sun presence flags and offset angle. (Presumes we run with both ® -
sides on at alltimes)
Depends how we program the
1) Environmental/viewing conditions cause false Sun detection GAC software when looking at
2) Glint reflected off other spacecraft components iluminates the detector head enough SLS data. If we decide to
to cause it to think i sees the Sun respond to any single .
1ffalse detection is not G&C software may be able t
b) Some other bright body (e.g., Earth) wanders through the FOV of the detector head detection by one of side of thei' 1> 0o N 18 1O software may be able to
case 1: ° b o b e e rejected, GRC system could isolate the false reading if datai
" robabl hat any otherligh e strong enough to be eads, then we may take
are flagged valid. (solar imb sensor outputs Sun presence flags or | v untikely . & enoue! W t3Ke ey to change the attitude available from both sides of
mistaken for the Sun) control action when it isn't "
offset angle data that are wrong but without indicating any " None - solar imb sensor thinks when it's at the correct Possible if responding to an the head (and faultis not
Gc21d 2) Error in hardware corrupts processing of detector cellreadings necessary. If we are always MR iAcive Maybe Error flag? G&C to CDH to Autonomy {2 None
problems with the solutions in ts own status lags (if there are any). everything is ok attitude and end up moving  |isolated false detection. common to both sides). May
2) Failure of some component in processing chain causes signals to appear to be over getting information from both
Case 1 False Sun detection - Indicating Sun presence when head is the spacecraft off Sun, maybe be difficul to determine
thresholds for Sun presence es of each head, we may be .
not seeing the Sun.) enough to cause an actual ‘which side is sending the
b) Short or other electrical problem n the solar cells causes high current readings or able o detect thatjustone. {70 e
otherwise makes it appear that the cell i seeing the Sun side thinks it seeing the Sun e data.
3) Error in firmware in electronics (FPGA logic) - logic error generates incorrect output and the other side doesn'
for Sun presence flag or angle value - possibly incorrect thresholds here as well But thenit's not clear which
side we should believe.
G&C software may be able t
Depends how we program the software may be abie fo
isolate the false reading if data!
GAC software when looking at
available from both sides of
SLS data. If we decide to
” . 1ffalse detection is not the head (and faultis not
respond to any single N
P Ve rejected, G&C system could common to both sides).
1) Environmental/viewing conditions cause fase Sun detection - misalignment between detection by one of side of the!
Case2: try to change the attitude Seriously bad readings - like
" detector head and TPS edge. L heads, then we may take "
are flagged valid. (solar imb sensor outputs Sun presence flags or K€ when i’ at the correct being 40 deg off Sun near
2) Error in hardware corrupts processing of detector cell readings - failure of some control action when it isn't
offset angle data that are wrong but without indicating any § ¢ None - solar imb sensor thinks attitude or make the wrong {Possible if responding to periapse -can probably be
Gc21e ; component in processing chain causes signals to be combined incorrectly when necessary. If we are always R fAcive Maybe Error flag? G&C to CDH to Autonomy {2 None
problems with the solutions in ts own status flags (if there are any). everything is ok change to an off-Sun atttude. isolated false readins. rejected since the s/c would
computing Sun offset angle. getting information from both
Case 2 Grossly incorrect Sun offset angle data - not tracking true " Either way we end up moving not survive this condition.
3) Error in firmware in electronics (FPGA logic) - logic error generates incorrect output es of each head, we may be
Sun-relative geometry.) the spacecraft off Sun, maybe ‘Smaller offsets that are
for Sun presence flag or angle value - possibly incorrect thresholds here as well. able to detect a gross
enough to cause an actual incorrect would be harder to
difference between what the
umbra violation detect
‘wo sides are outputting. But
o No good way to determine
thenit's not clear which side
‘which sensor i sending the
we should believe. hich <¢
‘wrong’ data.
Possible iffalure is common
10 both sides of head or
clectronics. If delay is too lon;
Depends on the size of the between SLS head first seeing
delay and how erratically the the Sun and reporting it to
data are delivered to the G&C GAC, 5/c may have drifted
Case 3: 1) Errorin heads and electronics - signals not received o collected at software. G&C can't take even more off Sun during the
{GAC software may be able to
are flagged valid. (solar imb sensor outputs Sun presence flags or {the correct rate or no collected at regular intervals. action to correct atitude until . delay - maybe to the umbra
° U0 Loss of mission if G&C s deal with differences between
offset angle data that are wrong but without indicating any 2) Error in electronics interface with s/c None - solar imb sensor keeps working (5L data indicate a violation. If boundary. Or G&C may pause
o2 unable to respond soon R iAcive Maybe sides and use data from the  {Error flag? G&C to COH to Autonomy {2 None
problems with the solutions in ts own status lags (f there are any){a) Mismatch in timing between output of messages by SLS and readout of nterface by as if everything is ok we are always getting in taking action if there are sides and
! enough. earliest” side to correct
Case 3 Incorrect timing of Sun presence or angle data - indications is/c avionics information from both sides of long time gaps in the SLS data. B,
come too late relative to the true Sun-relative geomery.) b) Internal delay in outputting data grows larger due to parts failure each head, and the delay only 1f delay s isolated to one side,
affects one side then we can the differences in readings
use the readings from the between the two sides would
other side. have to be dealt with
somehow so the control is not
confused about how much
correction is needed
No effect if power s only lost i
Inputs Power 0 effect I poweris only lost 00N iN effect. No effect N/A 4
side of electronics,
G232 Solar Limb Sensor B
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Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

SystemSide | Processor Safe Mode
FMEAID Name Function Failure Mode / Limit / Constr Switch Remediation Revisit
n th there is
‘one electronics box which is
internally redundant - has two
separate interfaces to the
sensor heads and to the
spacecraft (two identical,
separate cards, similar to an
internally-redundant
IMU/SSIRU). There are 4
sensor heads, each is
redundant in that there are
physically two separate sets of
solar cells that can sense the
Gc2 Solar Limb Sensors 'Sun on each head. They are
connected to a different side
of the electronics. There is a
single connector for both cells
'on a sensor head, and a single
pane of glass over the two.
cells (two common-cause
failures for a sensor head).
The entries in this sheet are
restricted to solar distances
where the nominal attitude is
0 have +2(TPS) aligned with
the sun.
6C21 Sofar Limb Sensor A
Redundant heads may not help because the
parameters are probably the same for both
sides of the head. Redundant electronics
might help if the other side of the
‘electronics doesn't have the internal
problem that causes it to miss getting
updated parameters. But then we have to
Input message not received or processed. (The solar limb sensors fgure out how to pik the 'ight” data from
o . the two readings from each side.
may need some information from the avionics/FSW to set gains or
parameters that are used in computing Sun offset angle from cell 4, ;. 1) None 1) None 1) None Might be able to do in-flight calibration at
intensity readings. A fault on the s/c side or inside the solar limb
GC21a 2) Local 2) Power cycle SIS 2) Autonomy  iNone 2)7 None None None None None larger solar distances, but unlikely since will
sensor that causes this information to not be available wil cause .
| 3) Local 3) Power cycle SLS 3) Autonomy 3)? be at the saturation limit for low intensity
problems for the solar limb sensor in that the angle solutions
most of the time where we could attempt
‘coming out will be degraded. (cases where angle solutions are "
f b ; calibration. Trying to calibrate at small solar
grossly incorrect are included in another section below))
distances would require intentionally going
far enough off Sun for the SLS head to see
the Sun and generate angle data - assuming
that the star tracker and ephemeris models
‘would hold us at an attitude that was stil
‘outside the s/c packaging umbra and using.
the attitude and ephemeris info to get the
"true offset angle to compare against the
SLS offset angle.
Use redundant hardware - redundant
sections of single electronics unit and
redundant sections of detector heads.
(Assuming the failure is not common to both
sides of a head or the electronics). If
:common to both sides of a head, we've lost
data from one of the 4 heads. Depending on
Case 1: il where the Sun is actually drifting off from
not generated. (One solar limb sensor head does not output any. Ground contingency - turn on both 42, we may not detect the drift and get to an:
6C2.1b Sun presence or offset angle data (presumes that we gettoan  fLocal / Ground {None Ground None None None None None None 515 to see if one fails to output data; umbra violation.
attitude where the head would see the Sun so that it should be possibly try to power cycle?

2 g5 and g )) {Any contamination or alignment shifts will
likely affect both sides of a single head. It's
hard to think of optical failures that would
only affect a single side of a head (but not
impossible)

Might be able to boil off contamination

material - assuming we ever realized it was

there in the first place.

Use redundant side of electronics. Solar
Case2: v limb sensor power cycle might clear the
not generated. (One side of SLS electronics does not output any Ground contingency - turn on both faultin the electronics. Or there may not be

GC21c :sun presence or offset angle data (presumes that we gettoan  fLocal / Ground {None Ground None None None None None None L5 to see if one fails to output data; ‘any way to fix this problem if hardware

attitude where one or more heads would see the Sun so that it possibly try to power cycle? inside the solar limb sensor is broken or if it
should be outputting Sun presence flags and offset angle values).) is a common problem due to common

firmware.

Use redundant hardware - either separate

redundant units, or redundant sections of

single electronics unit and redundant optical

heads.

‘The real question here is how likely is a false
case s detection. There are not many good ways to

, ' detect this assuming that the SLS is our last

are flagged valid. (solar limb sensor outputs Sun presence flags or
defense against attitude drifting off Sun.
‘offset angle data that are wrong but without indicating any
GC2.1d : Local ? Autonomy {2 ? None None None None None
problems with the solutions in its own status flags (if there are any);
Use of redundant sensor o electronics may
‘Case 1 False Sun detection - Indicating Sun presence when head is
not solve problems due to common or
not seeing the Sun.)
similar equipment.
SLS rest or poewr cycle may clear an
electronics or SW/FW fault, but may not.
Also, it's not clear i it's a good idea to power.
cycle the SLS while in view of the Sun.
Use redundant hardware - either separate
redundant units, or redundant sections of
single electronics unit and redundant optical
heads.
The real question here is how likely getting
Case2: really bad angle values is - there are not
are flagged valid. (solar limb sensor outputs Sun presence flags or many (if any) ways to detect this by
offset angle data that are wrong but without indicating any independent means.
scate problems with the solutions in its own status flags (f there are any){ " 3 Autonomy {7 3 tone tone tone tone
(Case 2 Grossly incorrect Sun offset angle data - not tracking true Use of redundant hardware may not
Sun-relative geometry.) alleviate the problem if the failure is in a
common or similar component
Power cycling may fix an electronics or
'SW/FW error, but would have no effect on a
HW fault,
cases: Use redundant hardware - either separate
redundant units, or redundant sections of
are flagged valid. (solar limb sensor outputs Sun presence flags or © "
" single electronics unit and redundant optical
ceanf (offset angle data that are wrong but without indicating any Lol L Avtonomy 2 . None None None None heads.
problems with the solutions i its own status flags (if there are any); - .
" ! ‘The real question here is how likely is getting
‘Case 3 Incorrect timing of Sun presence or angle data - indications
long time delays or erratic behavior on the
‘come too late relative to the true Sun-relative geometry.) ,
data interface,
Inputs Power X
6C22 Solar Limb Sensor B
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Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

Effect i
. . i y i Time to Detect | Time to Detect
FMEAID Name Function Failure Mode / Limit / Constr Possible Causes Phase Local Next Higher Mission Umbra Violation Severity | Typeof FM |  Observable Diagn Tim Diagn .
The IMU Accelerometers are
only used for TCMs in closed- {Note that the current design has redundancy in both the number
loop mode. I two fail, a TCM {of individual gyros and in the electronics/power supplies. Minimum
couldn't be performed. A {requirement for controllability is 3 gyros covering 3 orthogonal
single failure at any point in  {directions. Either we wil have one unit with 4 gyros and 2
ac3 Inertial Measurement Unit  itime in the mission would be _felectronics/power supplies (more likely) or 2 units that each have 3
ok. The FMEA resuts are the {gyros and 1 upply (less likely). In the later
same as what s lsted (for the {case, we would have to run with both units on (an probably mount
IMU gyros) with the exception {them in different orientations) to ensure we'd have 3 good gyros at
of the lesser critcality of the  fal times.
accelerometers.
GC31 WU Side A
No attitude solution would
1f some gyro data are eventually lead to an umbra
lable, G&C softw jolation if G&C is unable t
available, G&C software may violation if G&C is unable to U s able o output
generate less accurate attempt attitude control and
1f not corrected, the IMU telemetry, it should indicate it
spacecraft atitude & rate never gets some knowledge of
could be deemed unusable for current operating mode. G&C
Input command not received or acted on (When turned on, some solutions.If no gyro data s actual attitude. A slowly
) 1) Faulty connector or harness/wiring inside unit IMU does not reach normal operating the rest of the mission. This software will be monitoring
IMUS need to be sent a series of commands that configure them to . available, G&C software may rifing attitude solution might IMU Operating Mode
2) Localized electronics fault that afects command processing logic; localzed electronics mode; either limited gyro data are ‘would be a loss of missionif some of these health & status
GC3la the correct operational mode. If the IMU s unable to correctly Al be unable to generate be harder to detectand could | 2R Active Probably COH to Autonomy 3 None
,  ifault that prevents configuration change inside unit generated or no gyro data are redundant IMU/gyros are not flags. Telemetry wil also be
process these commands, it can fal to reach the normal operating ! attitude/rate solutions and eventualy result in an umbra i G&.CIMU error flag
3) Error in IMU processor internal software/firmware generated. available. G&C cannot control downlinked oceasionally as
mode where it would start outputting gyro rate data,) possibly unable to control the Violation if undetected.
the spacecraft without good v part of ground monitoring of
spacecraft. G&C software wil Similarly, propagation using
rate data G&C component
try to use rate info from star star tracker rates could
performance.
tracker measurements i gyro eventualy result in an umbra
data are available. Violation since the data are
noisier than gyro rates.
Unlikely that a localized Most IMUs have status
GAC software may refect the |If not corrected, the gyro data ichange in gyro rates large telemetry that will indicate if it
processed (The IMU typically n yro measurements i their icould be deemed unusable for {enough to cause an umbra is receiving the timing pulse or
some timing information from the avionics/FSW to generate MU uses internal nanisms to]Me 128 are inconsistent withithe ret o the misson. If no _ volation would b accepted other input data. G&C
. . uses internal timing mechanisms to
correct time tags on the gyro rate data solutions. A fault on the s/c {1) Faulty connector or harness/wiring inside unit e b it et e e the recent sequence. GBC other source of spacecraft by the G&C software even iFit software will be monitoring MU to GRO/CH 10
GC31b side or inside the IMU that causes this information to not be 2) Localized electronics fault that affects message processing logic Al 8 data; 8 VM3V DL sftware may use the gyro  irate data is available, this  iwere generated by the IMU. A R {Active Maybe some of these health & status {IMU health and status flags. 2 None
. degraded; synch with s/c avionics for Autonomy
available will cause problems for the IMU in that the rate 3) Error in IMU processor internal software/firmware o rates with incorrect time tags {would be loss of mission  islowly drifting attitude flags. Telemetry willalso be
measurements coming out will be misleading or dropped due to v P and generate less accurate  {because G&C cannot maintain {solution might be harder to downlinked occasionally as
the incorrect time tags.) spacecraft atitude/rate detect and part of ground monitoring of
solutions. rate data. result in an umbra violation if Ga.C component
undetected. performance.
1) Sensor/detector not able to collect measurements
2) Damage to detector elements internal to the gyros (damage mechanisms are specific Some IMUs have status
t0 the tupe of gyro selected (FOG, RLG, HRG, MEMS); examples for HRG are particle telemetry that wil indicate
trapped inside or misalighnment of resonator pieces causes frction or disturbs the Since insufficient gyro data is that they can no longer
normal resonance) available, G&C software will | Ifsufficient gyro rate data generate gyro data. G&C
b) ditions d (sensitivity to different either use rate information can't be obtained, the IMU software will be monitoring Probably 5-10
depends on the type of gyro (FOG, RLG, HRG, from the star tracker could be deemed unusable for Propagated attitude with some of these health & status seconds to
Gyros may transition to a mode where
. MEMS); temperature, radiation, sources of vibration close to the IMU are typical factors 8 measurements or attempt to. |the rest of the mission missing or degraded rate data flags. GAC attitude estimation decide that a
Failure to output requested telemtry; output messages not they don't try to generate rate data or IMU to GNC/CDH to :
Ge31c that can affect gyro measurement accuracy) not meet y drift from true R fAcive Maybe software will lag a problem if {IMU health and status flags problemis  None
generated (IMU does not output any gyro rate measurements) data may be flagged invalid from one or Autonomy
2) or through continuing star attitude knowledge or control {attitude and could eventually 00 many consecutive persistent and
more gyros ; .
2) Hardware fault prevents data being reead out from gyro & tracker attitude solutions. Rate{accuracy requirements result in an umbra violation. measurements from the same warrants taking
b) Hardware damage o fault n internal electronics boards or harnessing that prevents be degraded - data. May IMU are missing. Telemetry action
Y7o data processing knowledge or control be loss of mission will also be downlinked
) Hardware damage or faultin nternal electronics boards or harnessing or connectors requirements may not be met occasionally as part of ground
that of telemetry messag monitoring of G&C
d) Error in IMU p P algorithms that component performance,
read gyro data and formulate telemetry messages
b y 10 collect gyro rate d
2) Damage to gyros (damage mechanisms are specific to the tupe of gyro selected (FOG, Some IMU have status
RLG, HRG, MEMS); examples for HRG are particle trapped inside or misalighnment of telemetry that will indicate
resonator pi iction or disturbs the Since insufficient gyro data are| that they can no longer
b) Environmental/viewing conditions degrading gyro measurements (sensitivity to avallable, G&C software will {If sufficient gyro rate data generate gyro data. G&C
different environmental factors depends on the type of gyro that we select (FOG, RLG, cither use rate information can't be obtained, the IMU software will be monitoring Probably 510
b y (IMU does {HRG, MEMS); temperature, radiation, sources of vibration close to the IMU are typical 4705 may ransiton to  mode where 7O the sar tracker could be deemed unusable for {Propagated attitude with some of these health & status seconds to
not output the expected number/quantity of gyro rate factors that can affect gyro measurement accuracy) o e tate o |measurements or attempt to{the rest of the mission. missing or degraded rate data flags. G&C attitude estimation U to GNC/COH 10 decide that a
GCa1d does not generate ges at 2) Intermittent fault in electronics/software disrupts processing of some gyro mz oy h:’”a ged i from meor d meet from true R iAcive Maybe software will flag aproblem if IMU health and status flags 1, ' * problem is None
expected rate for read out or f some e 6 through continuing star atttude knowledge or control |attitude and could eventually 00 many consecutive v persistent and
not generated for single data message) 2) Hardware fault sporadically prevents data being reead out from gyro & result in an umbra violation. measurements from the same warrants taking
b) Hardware damage or fault in internal electronics boards or harnessing that be degraded - - May IMU are missing. Telemetry action
sporadically prevents gyro data processing Knowledge or control be loss of mission. will also be downlinked
) Hardware damage or fault in internal electronics boards or harnessing or connectors requirements may not be met. occasionally as part of ground
properly. messages monitoring of G&C
) Error in IMU p with algorithms; component performance.
that pick off gyro data and package it in telemetry messages
Some IMU have status
telemetry that willindicate
that they can no |
GAC software may refect 2t they can no longer
. 1f sufficient gyro rate data generate gyro data. G&C
1) Environmental conditions degrading gyro data some of the rate data if it does]
can'tbe obtained, the IMU software will be monitoring Probably 510
2) CME or other radiation event temporarily causing too much noise in rate data not pass consistency checks.
§ 0 much no could be deemed unusable for {Propagated attitude with some of these health & status seconds to
. b) Local source of IMU stimulation (e.g. vibration) causing "noise in rate data Data may be flagged invalid or quality ~{Software should continue to . ;
utput v . the rest of the mission. missing or degraded rate data flags. G&C attitude estimation decide that a
) High or P that can't by internal temperature contral indicators may be changed ot indicate |be able to generate attitude IMU to GNC/CDH to
Gc3te gyro rate data whose quality i less than expected or not meeting ° not meet from true R iAcive Maybe software will flag a problem if {IMU health and status flags problemis  iNone
mechanisms the problem with data from one or solutions, bu they wil not be Autonomy
spec) attitude knowledge or control {attitude and could eventually 00 many consecutive persistent and
2) Error n software or related memory degrades processing of gyro rate measurements more gyros a5 accurate. Rate knowledge
accuracy requirements result in an umbra violation. measurements from the same warrants taking
2) Gyro read out or data processing algorithms are incorrect wil be degraded - knowledge '
without gyro rate data. May IMU are missing. Telemetry action
b) Time stamp associated with gyro rate data i biased from correct time or control requirements may
be loss of mission. will also be downlinked
not be met.
‘occasionally as part of ground
monitoring of G&C
component performance.
GAC software willreject a
1) ifit's not " oo GAC attitude estimation
2) CME or other radiation event temporarily causing too much noise in rate data consistent with recent past v software willflag a problem if
! iporarlly causing too much nol P rate data can't be obtained,  :Possible, but not likely. The 8 apr probably 510
b) Local source of IMU stimulation (e.g. vibration) causing "noise” in rate data history of s/c atitude & rate: 00 many consecutive gyro
; the IMU could be deemed  irate measurements could be seconds to
b y are o) Highor P that can't by internal temperature contral or if time tag i out of order. rate measurements from the °
. . unusable for the restof the {off just enough to cause the decide that a
flagged valid (MU outputs gyro rate data whose time or rateis {mechanisms But there will be bounds o same gyro are rejected. IMU to GNC/CDH to
Ge3f None - IMU thinks everything is ok mission. Probably willnot. {spacecraft to "t relative to R iAcive Maybe IMU health and status lags problemis  iNone
‘wrong but without indicating any problems with the data inits own {2) Error in software or related memory corrupts processing of gyro rate measurements associated with these checks Telemetry willalso be Autonomy
meet attitude knowledge or  {the Sun or slowly drift of . persistent and
quality flags) a) Error in formulas that package raw gyro readout info rate message telemetry and some bad measurements downlinked oceasionally as
control accuracy requirements from the desired TPS to Sun warrants taking
b) Error in algorithm that generates time stamps for gyro rate data may be used inthe atitude {0172 2Cr 20 TE e " part of ground monitoring of "
N without gyro rate data. May  jpointing. action
3) Error in hardware chain for gyro readout causes incorrect data to be used by estimation f theyare just {11 #1012 ¥ jpointine. G&C component
raw readings d don't reflect actual gyro output “slightly off”instead of performance.
obviously out of family.
inputs Power MU shuts down Switch sides of IMU No effect /A R
Should always be able to have
3 gyros and one data interface
No effect until the IMU h:"? working nenot be
able to access all the
Relay commands IMU remains in current configuration :configuration needs to be /A 3
e accelerometers, which means
& that TCMs could not be
performed in closed-loop
mode.
Since insufficient gyro data s
avallable, G&C software will |Ifsufficient gyro rate data
cither use rate information  {can't be obtained, the IMU
from the star tracker could be deemed unusable for Propagated attitude with
measurements or attempt to _the rest of the mission. missing or degraded rate data
Data (commands from the SCIF) Some IMU data s lost d not meet from true *®
through contining star atttude knowledge or control {attitude and could eventually
result in an umbra violation.
be degraded - . May
Knowledge or control be loss of mission.
requirements may not be met.
Gc32 WU Side B
Gca Reaction Wheels
Gca1 R Wh 1
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Solar ffcts
Systemside | Processor Safe Mode
FMEAID Name Function Failure Mode / Limit / Constr Switch Switch Remediation Revisit
The IMU Acceierometers are
only used for TCMs in closed- {Note that the current design has redundancy in both the number
loop mode. Iftwo fail,a TCM {of individual gyros and in the electronics/power supplies. Minimum
couldn't be performed. A requirement for controllabliy is 3 gyros covering 3 orthogonal
single failure at any point in  directions. Either we will have one unit with 4 gyros and 2
oc3 Inertal Unittime inthe be or 2 unitsthat each have 3
k. The FMEA result syros and 1 i upply (ess likely). I the later
same as what s lsted (for the |case, we would have to run with both units on (an probably mount
IMU gyros) with the exception ithem in different orientations) to ensure we'd have 3 good gyros at
of the lesser critcaltyof the  alltimes
accelerometers.
[N M0 Side A
Use startracker rate data i redundant gyro
hardware is not available.
Software reset or IMU power cycle may
correct a software or electronics problem.
Switching to the redundant IMU may not fix
2 problem that les in common electronics or
Input command not received or acted on (When turned o, some software.
IMUs need to be sent a sries of commands that configure them to
GC3ta the I mode. If the IMU s Local IMU switch Autonomy None None None None No remediation is necessary if>=3 gyros
process failto reach continue to operate normally.If < 3 gyros
mode where it would start outputting gyro rate data.) are providing data, then the full attitude.
state s not observable and G&C software
would have to supplement the gyro data
with another source of rate data (e star
tracker measurements) f available. In other
words, we are tolerant to 0ss of some gyros,
but we can get down to the single-point
failure state if we lose too many gyros.
Use star tracker rate data if redundant gyro
hardware is not available.
1fthe error in the time tags for the IMU data
could be characterized on the ground, the
Input message not received or processed (The IMU typically needs (GBCFSW could be modified o correct the
some timing information from the avionics/FSW to generate time tags on-board. fthe star tracker kept
correct time tags on the gyro rate data solutions. A fault on the s/c working, we should have time to detect and
GCaib side or inside the IMU that causes this information tonotbe  {Local IMU switch Autonomy None None None None None correct this with ground analysis. This s not
available will cause problems for the IMU in that the rate something that on-board fault protection
measurements coming out will be misleading or dropped due to jcould hande.
the incorrect time tags.)
Soft reboot or power cycle may correct an
electronics or software/firmware issue.
Any faults due to common components or
software would not be corrected with an
IMU switch.
MU switch
Use star tracker rate data i redundant gyro
1f GAC software lags a problem hardware is not available.
cther from the health & status
ceaie - telemetry or with the gyro Astonomy o o one one o Software reset or IMU power cycle may
does syrorate measurements, it il request correct a softuware or electronics problem.
action from faultprotection. Switching to the redundant IMU may not ix
Usually thisis by outputting flags a problem that les in common electronics or
that are used in the premise of software.
various autonomy rules
MU switch
Use star tracker rate data i redundant gyro
(MU does 1f GAC software flags a problem hardware is not available.
t utput the expected number/quantity of gyro rate eiher from the health & status
seaid "o - ! st o telemetry or with the gyro Autonomy one one one one one Software reset or IMU power cycle may
measurements, it will request correct a softuware or electronics problem.
expected rate for read out or full complement of measurements e
e amerene o il dos s action from faultprotection. Switching to the redundant IMU may not ix
Usually thisis by outputting flags a problem that les in common electronics or
that are used in the premise of software.
various autonomy rules
IMU switch
Use startracker rate data i redundant gyro
1f GE.C software flags a problem hardware is not available.
ether from the health & status
GCate gyro rate data whose quality i less than expected or not meeting {Local elemetry o with the gyro Autonomy None None None None None Software reset or IMU power cycle may
- measurements, it will request correct a software or electronics problem.
action from fault protection. Switching to the redundant IMU may not fix
Usuall this is by outputing flags  problem that es in common electronics or
that are used in the premise of software.
various autonomy rules
MU switch
Use star tracker rate data if redundant gyro
1f GAC software flags a problem hardware is not available.
- v cither from the health & status
ceans flagged vald (MU outputs gyro rate data whose time orratels | telemetry orwiththe gyorates, i one one one one one Software reset or IMU power cycle may
wrong but without indicating any problems with the data inits own will request action from fault correct a softuware or electronics problem.
quality flags) protection. Usually thisis by Switching to the redundant IMU may not ix
outputting lags that are used in a problem that les in common electronics or
the premise of various autonomy software.
s
inputs Power X
Relay commands X
Data (commands from the SCIF) X
(S8 M0 Side B
oca Reaction Wheels
GCal RWn 1
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Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

Effect
. . i y . Time to Detect | Time to Detect
FMEAID Name Function Failure Mode / Limit / Constr Possible Causes Phase Local Next Higher Mission Umbra Violation Severity | Typeof FM |  Observable Tim B e
Controller il continue to
command all 4 wheels but
1) Wheel not responding to commands at all - mechanical failure 1) Fywheel ffectively stopped. resulting torque will be in
2) Large increase in internal rition so that motor cannot overcome friction forces and error because one of the
move the flywheel (oss of lubricant, serious degradation of lubricant or bearings) 2 Fywheel wil aturaly spn down "¢l 5 ot responding a5 compare wheel speed/torque
b) Imbalance/misalignment in flywheel relative to motor or housing causes it to get stud ot vl contraled by motor, ahouid |S4PECted. Mostkely the ifwheelcannot be used agai, 10 commanded wheel
(unable to rotate) Al except launch (of less Y motor other 3 wheels will be able to_ icontrol s stll possible with the speed/torque (most wheels
reach a low or zero speed equilibrium
) Particles break off inside housing and stuckin the hrustersare o O oy {PIck up the slack and maintain remaining 3 wheels,but | have feedback telemetry with T8 - probably
Unable to exert force/torque on spacecraft (flywheel is not being{flywheel can't move being used for attitude F—— ﬁ‘:‘""’ oot desired atttude, just notas fmomentum dumps willbe {1 KOV HOEThe D actual torque and all have willwait for a
acted on to maintain or change its spin; flywheel naturally spins control, but stll will have e e accurately. Probably will not {more frequent (use more fuel) some means of measuring few control
GCdla . p failed wheel will consumeless or no " i atttude, although they may bei 2R Yes
down due to losses in the system (friction); fiywheel is unable to  {2) Wheel not respondin to commands at al - electrical failure some effect since we er meet jtter since e sy ‘wheel speed). G&C software cycles to declare|
rotate) 2) Electric motor fails - can't control electric and magnetic fields to move flywheel continue to command the | may not meet science pointing jcapacity with 3 wheels. Might Speedsg/mmgemm :will be monitoring wheel 2 wheel
b) No power reaching wheel WheGls QUG TCMSand o1 spindown f | PCCUTY reQUiTements as ishorten the mission fwe use speeds and other health status
) Internal break in wiring for power or in lines between electronics and motor momentum dumps) " VP :wheel is spinning down. too much more fuel for telemetry (if any) from the
not actively controlled by motor; should
o e gt s momentum dumps. ‘wheels and will request action
3) Wheel not responding 1 1 I peed eq G&C SW wil stop using from autonomy if needed.
° but could be kicked up again by external
interface that receives torque commands is broken (internal harness fault, board fault, reuster i affected wheel in control loop,
etc) i e but will eventually also flag
autonomy to power down
wheel.
Impact depends on what level
the command was when
frozen - i large we get in
trouble faster. The
momentum wil be higher, but compare wheel speed/torque
may or may not be at the 10 commanded wheel
dump limit when the wheel  {Loss of mission in the worst {Possible f failed wheel s il speed/torque (most wheels
et o . reaches max speed. The othercase - even if olar limb considered available, but have feedback telemetry with T8 - probably
The "stuck” or "run away” wheel will
heels will try to fight detect the umbra  {depends on momentum state actual torque and all have
eventually reach saturation (max speed)
Frozen torque command - direction and magnitude stay at some fixed value; include. wheel but will likely saturate _iviolation it may not be of system when wheel failure some means of measuring
Gcatb ‘Case 1: Incorrect force/torque exerted on spacecrat with how long that takes depending on 2 Yes
both max and below max magnitude values. " and once 2 of them are correctable in the time ‘occurs and timing of ‘wheel speed). G&C software cycles to declare|
the speed magnitude when command
M, saturated, we lose available depending on how {momentum dump logic and will be monitoring wheel a wheel
controllability. I the system fwe design the auto dump logic|wheel fault logic (to turn off speeds and other health status unresponsive
can do a momentum dump  {and fault checks for wheels imisbehaving wheel) telemetry (if any) from the
before 2 of the wheels reach ‘wheels and will request action
saturation, we may survive rom autonomy if needed.
onger but dumps will be done
more frequently (if allowed)
ce the failed wheel has
reached its mom storage imit
‘The controller will mistakenly
eep sending commands to ll
the wheels. The one that's
only responding to torque
magnitude will eventually
saturate at max speed. The
momentum wil be higher, but
may or may not beat the  {Loss of mission in the worst
dump limit when the wheel - evenif solar imb
The "stuck” wheel will eventuallyreach {C™P ™It When the wheel  icase - even f solar i p
" . h d. The other! ttheumbra Possible if too many wheels
saturation (max speed) with how long
Direction stuck at + or -, magnitude correct responding only to magnitude part of ‘wheels will ry to fight the one fviolation it may not be reach saturation before a
Geate Case 2:Incorrect force/torque exerted on spacecraft that takes depending on the speed . 2
command. § wheel but will likely saturate _icorrectable in the time momentum dump can be
magnitude when direction first got
i and once 2 of them are available depending on how iperformed
saturated, we lose ‘we design the auto dump logic
controllability. If the system {and fault checks for wheels
can do @ momentum dump
before 2 of the wheels reach
saturation, we may survive
longer but dumps wil be done
more frequently (if allowed)
since the failed wheel has
reached its mom storage limi
The controller will mistakenly
eep sending commands to all
the wheels. The other wheels
Loss of mission in the worst
il try to counter the effect of
‘Wheel willspin in opposite direction i case - evenif solar limb
§ the wheel that's outputting its
. . from commanded direction and exert a , sensors detect the umbra
Direction reversed, mag ~error in wheel ; mor e ane ooy Htorque inthe wrong direction. "~ U+1° 10° 1)
GCa1d Case 3: q he for the direction and magnitude of the commanded torque q lghts 2g: ‘They will probably succeed if v Probably not in this case. 2
control. Won't necessarly reach ’ correctable in the time
that are probably processed separately in the wheel electronics. they aren't close to saturation
saturation (max speed) since direction {1171 €% 12 71! available depending on how
ign can stillch ith time. - " design the auto dump logi
sign can stil change with time ol e e o GG we design the auto dump logic
and fault checks for wheels
software to detect wheelis
not responding and request
action from autonomy,
Might be survivable if low
‘Wheel will spin in correct direction from .
magnitude - wheel will Loss of mission in the worst
commanded direction but torque
oscillte between +and - {case - evenf solar limb
magnitude will be larger or smaller than
, values. f magnitude is high,  isensors detect the umbra
commanded. Won't necessarily reach
Magnitude stuck, direction correct; responding only to direction part of command, but " this might just drive one of the violation it may not be Possible, but les likely f
Gcate ‘Case 4: Incorrect force/torque exerted on spacecraft saturation (max speed) since direction " 2
non-zero magnitude; include both max and below max magnitude values, § her wheels to saturation in the time torque magnitude i lower.
gn can stil change with time. It's g
; if amomentum dump isn't {available depending on how
essentially adding in some disturbance §
performed before 2 wheels  {we design the auto dump logic
torque that can work with the system or
saturate, we lose and fault checks for wheels
against it .
controllability
2) Possible i failed wheel is
2) If wheel is sluggish, it puts out less til considered available, but
torque than commanded and may a) Turns will take longer to depends on momentum state
consume more power as the motor  jcomplete, may deviate more of system when wheel failure
works to overcome bigger loss effects. from target attitude than occurs and timing of
desired as remaining wheels momentum dump logic and
. . Loss of mission in the worst .
‘Wheel responding significantly out-of-spec - magnitude and direction of torque 5) f whee s "energetic’, it puts out  {work o pick up the slack from [ > (" <% 1 e ‘wheel fault logic (to turn off
command are correct, but torque output to spacecraft deviates from it more torque than commanded. the one sluggish wheel. o e misbehaving wheel)
2) Localized increase infriction in parts of flywheel rotation; general increase in frction (unlikely - usually ' the losses that are W e———
Gea Case’s: a 10 be sluggish bot not enough to completely stop it from moving. bigger than expected). 5) Turns may complete faser. {7 o7 1°0 "0 0° b) Possible i failed wheel s 2
b) Imbalance causing very irrecular rotation of flywheel. stil considered available, but
available depending on how
) Electric motor failure - intermittent glitch in motor configuration causes very erratic ) f wheel s errtic, i essentially acts asic) Hard to predlictwithout 1o+ 1 v 6" Y% depends on momentum state
resopse to the wheel torque commands. a random disturbance torque on the  {guessing at the nature of the “ P B of system when wheel failure
"1 Land fault checks for wheels
- it Butifits oceurs and timing of
what the controller wants done, but not fintermittent even at max momentum dump logic and
reliably so. Wheel may consume more ~itorque, the other 3 wheels ‘wheel faultlogic (to turn off
power depending on how the erractic ~{should be able to counter . misbehaving wheel)
behavior manifests itself
) Unlikely in this case
1) Other 3 whees will make upi
the slack; turns may take
1) light deviation i tude of torque, direct +;leading t lightly | sci urement
) Slght deviation in magnitude of torque, direction correct; leading to a iightly longer. cience measurements Moy be abl to detect
but not likely leading to any gross failure 2) May not meet jtter possibly degraded (WISPR) if
‘Wheel takes longer to get to desired Possibly - but by something like this by long-
2) Wheel responding slightly out:of spec speed/torque; might consume more fuheel jiwer round analysis, {term trending of wheel speed
Gca1g Degraded force/torque exerted on spacecraft 2) More fiction than expected v mie disturbance i out of spec; |violated. If offending wheel is {Probably not *® © s €

b) Imbalance causing irregular rotation of flywheel
) Electric motor causing motor control actions to be just slightly off what is needed to
get wheel to desired torque

power in trying to get

state

o
pointing accuracy
requirements f the other 3
‘wheels are still performing in

will need momenturn|
dumps more often, using
more fuel

spec.

noton-board  {and torque assuming we get
fault protection {enough telemetry to the
ground
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‘Ground might attempt a power
switch.

Solar

System Side
Switch

Processor

Safe Mode.

Remediation

Revisit

First action would be to switch sides (REM)
for commanding of the wheels (or just this
wheel if we can do it on a per wheel basis) -
‘assuming the failure i in the communication:
chain and 3 other wheels are responding. |
‘don't think the wheel itself will have
internally redundant command interfaces
that could be switched. If the wheel is till
not responding after side switch, power off
the wheel and set it unavailable to the
control system. In theory we can take one
‘wheel out of the loop and stil control with 3
wheels only. May need a momentum dump
sooner when down to 3 wheels.

1f 2 or more wheels fail, we switch to
thrusters for attitude control.

For this case, we are assuming that the failed;
wheel either isn't rotating at all or only
rotates at very low rate, mostly constrained
by friction i the system.

Non-redundant controller input from
multiplexer to wheel. Order of remedation
probably depends on wheel selected
(depends on available telemetry)

For this case, we are assuming that the failed;
wheel is still actively rotating and not in the
‘way the controller commanded it to. The
best first action may depend on how the
wheel is not responding. If we see that a
‘wheel is ramping up to max speed, it might
be better just to turn it off than totry
switching sides. Some wheels have a built-in
feature to turn off when a max speed is
reached (which is over the max possible
‘command). A side switch might fix a problem;
with direction or magnitude part of the
torque command being frozen. | don't think
the wheel itself will have internally
redundant command interfaces that could
be switched . If the wheel i still not
responding after side switch, power off the
‘wheel and set it unavailable to the control
system. In theory we can take one wheel out!
‘of the loop and still control with 3 wheels
only. May need a momentum dump sooner
when down to 3 wheels.

1f 2 or more wheels fail, we switch to
thrusters for attitude control.

I we are able to reliably detect that the
‘wheel persists in not responding to togrue

:Will do polarity tests pre-launch that should
detect mis-wiring o miscommunication
between control software and wheels, but |
guessit's possible that something can break
or be affected by environment to introduce
‘errors in the command chain.

These are really errors in how we wire up
the command interface to the wheels. The
vendors would not give us a wheel that
responded in the reverse direction to the
interface in their ICDs and other
-documentation. | suppose something in the
electronics could spontaneously flip that
might cause this, but a miswiring on our side
is more likely

FMEAID Name Failure Mode / Limit / Constraint
is not being
ccata acted on to maintain or change ts spin; flywheel naturally spins
y ‘down due to losses in the system (friction); flywheel is unable to
rotate)

GCaLh Case 1: Incorrect force/torque exerted on spacecraft

Geac ‘Case 2: Incorrect force/torque exerted on spacecraft

Geald Case 3: Incorrect force/torque exerted on spacecraft

GCale Case 4: Incorrect force/torque exerted on spacecraft

Geaf ‘Case 5: Incorrect force/torque exerted on spacecraft
GCalg Degraded force/torque exerted on spacecraft

Stop using the one wheel that's misbehaving:
‘assuming the other 3 wheels are stll
performing in spec. Wil have to adjust
control parameters to tune to the 3 wheels
that are left.
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Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

Time to Detect | Time to Detect
FMEAID Name Failure Mode / Limit / Constraint Possible Causes Phase Severity | Typeof FM |  Observable
(Local) (System)
1) Incorrect estimate of wheel
and system momentum. Might!
1) Permanent loss of tachometer data - cause depends on mechanism that wheel uses to ‘wait longer than we should to
relay speed data. Calculation of wheel speed can be done in wheel itself or in flght nitate a momentum dump. f 1) No wheel speed messages
software using counts or similar data output by wheel tachometer. the other 3 wheels still have o e for some long period of time.
Failure to output requested telemetry; output messages not None - wheel continues to respond to 2) G&C will have less data for 1) Uniikely
GC4.Lh 2) Loss of feedback of torque or other health & status telemetry - may only be loss of ol valid speed estimates and we 4 Yes 2) No wheel telemetry
generated N commands, it just doesn'ttalk back long-term trending of wheel 2) No
monitor data, these data are not directly used in the control loop; ailure in wheel have valid angular rate e messages received for some
electronics - can'tread data from internal source, can't correctly generate telemetry estimate, we should be ok. " g long period of time.
message, etc 2) G&C software loses ability
1o detect some problems with
the wheel
1) Incorrect estimate of wheel
and system momentum f  {1) Might do more momentum
can'tinclude a wheel speed in {dumps than needed f errors
the computati in wheel ‘GAC software wil have checks
e o whe e 1) Unlikely - i too much time e e
1) Temporary loss of tachometer counts or wheel speed data - intermitten skips or gt initate a dump when _inot detected. More lapses between momentum Probably - on changes In wheel spee
] torespond to wait too long 4 estimates, compared with
repeats, short periods of no data ol o v © dumps, the SLSes willsee the depends on how |
Geati : i commands, it just doesn't talk back initiate a dump if skipped science time and increase i o 4 previous speed and
2) Skips and gaps in feedback of torque or other health & status telemetry - may only be ' ‘Sun prior to umbra violation the data loss
every time it's expected to. counts cause wheel to appear ipropellant usage (should have commanded torque. Gross.
loss of monitor data, these data are not directly used in the control loop ° ¢ and safe the s/c. manifests itself
to be rotating much faster or _ sufficient margin). No jumps should be detected and
slower than itactuallyis. 2) G&C will have less data for flagged s errors
2) G&C has gaps in abilty to {long-term trending of wheel
detect some problems with  iperformance.
the wheel
wheel  Might do
and system momentum. dumps than needed ferors L e
Might initiate a dump when  |in wheel speed estimate are
. None - wheel continues to respond to e - lapses between momentum
G4l € achometer outputs wrong signals/counts or incorrect wheel speed is output ‘commands, it just doesn't talk back et oo long ore ‘dumps, the SLSes will see the 4
flagged valid ' initiate a dump if wheel momentum dumps decreased
every time it's expected to. © Sun prior to umbra violation
appears to be rotating much fscience time and increase
and safe the s/c.
faster or slower than it propellant usage (should have
actuallyis sufficient margin).
‘Wheel spins down due to side switch.  {Spacecraft turns (direction
:Only a single wheel is affected by the and speed depends on Possible, depending on where
it } . . ;
GeaLk switch (for other reasons) friction, but all wheels are affected by _jconditions at time of side | =101 Mission-ending. in orbit, how fast, and which B No
direction i's turning.
the side switch. switch).
PDU current goes to 0
- Expect otuput data and
oputs ower heelspins down. OKdue to margin with other § i B ves acknowiedge commands that
three. aren't sent
- G&CSW should flag it and
tell FSW.
‘Contralier will see attitude and;
‘Wheel would spin down if not rate errors and wil try to get Stop acknowledgin
‘Commands from TAC P them t0.0. FSW willre- No effect. N/A 4 Yes ° Ene
commanded. commands.
‘command. Could switch to
other TAC,
GCad RoWh 2
GC43 ReWh 3
Gcaa ReWh 4.
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FMEA 1D

Failure Mode /

Solar

System Side
Switch

Processor

Safe Mode.

Remedi

Revisit

GC4Lh

Failure

generated

Switch to other side for wheel telemetry
interface to see if telemetry is restored.
Power cycling the wheel could clear an
electronics problem. May not help if the
problem is internal to the wheel. Would not
recommend anything other than side switch
for on-board autonomy.

Might try a flight software change to
propagate wheel speed from last valid
‘estimate and torque commands.

Might try turning off wheel, depending on
lost telemetry.

GCaLi

Switch to other side for wheel telemetry
interface to see if telemetry is restored.
Power cycling the wheel could clear an
electronics problem. May not help if the
problem is internal to the wheel. Would not
recommend anything other than side switch
for on-board autonomy.

If error persists, might take wheel off-ine.

6Ca1j

flagged valid

Power cycling the wheel could clear an
electronics problem. May not help if the
problem is internal to the wheel. Might try ai
fight software change to propagate wheel
speed using torque commands -ignore
‘erroneous telemetry. Or might be possible
to correct telemetry if we can back out
correct wheel speeds from ground analysis
‘of telemetry over long time periods.

If error persists, might take wheel off-line.

6CA1k

ig
switch (for other reasons)

Inputs

Power

‘Commands from TAC

6ca

Rx Wh 2

GCa3

Rx Wh 3

Gcaa

RxWh 4.
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Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

Subject Matter Jack Ercol Notes: Initially filled out by Jack Ercol, but basically redone by HSSSS. Clay is talking to
Expert(s): HSSSS contact Hssss for updates/verification.
Effect Detection Method
. Failure Mode / Limit " " " " " " . " .. Time to Detect
FMEA ID Name Function Co"wai{‘ . / Possible Causes Phase Local Next Higher Umbra Violation Severity Typeof FM |  Observable How Observed? Tim for Diagnosis  iTim Path for Diagnosis: Time to Detect (Local) e
Stores coolant water prior to system charge; Provides ) ) N2 bubbles getting into the coolant
Wwater prior to sy Be; Provl 1) Over stress (ext induced); The bellows will extend to its b s getting into t
thermal expansion and loop leakage compensation. ©5s fext e loop could cause cavitation of the ' 1) Pump delta-p sensor and/or
. 2) Contaminants induced; neutral no-load position; i - Redundant pump failures due
Coolant is internal to the accumulator tank bellows and ) Corrasion o o active pump (items PM1/PM2); §**C ot PUTP 4TrEs (U current and temp sensors
TCS-ACCU-1 Accumulator the fluid is expelled using a fixed N2 gas charge thatis | Cross-bellows Internal Leakage rosion; Al erehanging 89" ibecrease or loss of flow would lead N/A 2 detect cavitation;
" 4) Fatigue; fluids between N2 and coolanti <o would lead to loss TCS and
applied between the bellows and the tank shell. Holds o to rise in loop temperatures and ou! 2) Loop temp sensors detect
ted et ) 5) Material/process (weld) cavities due to temperature 100P 1€ mission. *
TBO in3 min. of coolant; TBD psig MDP; Bellows neutral K e potential inability to meet solar array; degraded cooling
position is TBD. . : cooling needs.
1) Tank pressure and
Stores coolant water prior to system charge; Provides temperature sensors detect
" ’ ) loss of coolant;
thermal expansion and loop leakage compensation. 1) Over stress (ext induced); '
! . Redundant pump failures due 2) Pump delta-p sensor and/or
Coolant s internal to the accumulator tank bellows and 2) Corrosion; Coolant leaks to external from {Potential pump cavitation and to cavitation common cause current and temp sensors
X ial pump cavitati vitati u u
TCS-ACCU-2 Accumulator the fluid is expelled using a fixed N2 gas charge thatis  External Coolant Leakage  |3) Fatigue; Al pump cavit ' /A 2 d temp
) the accumulator. eventual loss of cooling capability. jand loss of coolant would lead detect cavitation;
applied between the bellows and the tank shell. Holds 4) Material/process (weld) o ,
ted bet ! to loss TCS and mission. 3) P2 detects loss of main loop
TBD in3 min. of coolant; TBD psig MDP; Bellows neutral flaw. e
position is TBD. p .
4) Loop temp sensors detect
loss of cooling
1) Tank pressure sensor
Stores coolant water prior to system charge; Provides detects loss of pressurization;
thermal expansion and loop leakage compensation. 1) Over stress (ext induced); Unable to maintain a net positive  iRedundant pump failures due 2) Pump delta-p sensor and/or
Coolant is internal to the accumulator tank bellows and 2) Corrosion; Gas leaks to external from the {pump input pressure resultingin  ito cavitation common cause or current and temp sensors
TCSACCU3  {Accumulator the fluid is expelled using a fixed N2 gas charge thatis {External Gas Leakage 3) Fatigue; Al accumulator, resulting in loss {pump cavitation. Inability to provideloss of coolant due to rupture {N/A 2 detect cavitation;
applied between the bellows and the tank shell. Holds 4) Material/process (weld) of pressure. thermal for expansion could result in iwould lead to loss TCS and 3) P2 detects loss of main loop
TBD in3 min. of coolant; TBD psig MDP; Bellows neutral flaw. bellows rupture. mission. pressurization;
position is TBD. 4) Loop temp sensors detect
loss of cooling
1) Tank pressure and
Inability to expand during high temperature sensors ma
Stores coolant water prior to system charge; Provides Y to exp 8 N P Y
" ° temp operation could cause ' detect pressure fluctuations
thermal expansion and loop leakage compensation. Redundant pump failures due
\ bellows over pressure and " due to temperature
Coolant is internal to the accumulator tank bellows and 1) Jammed bellows ° ) ) to cavitation common cause or! )
1S ! ! X . X potential rupture. Potential pump cavitation and excursions;
TCSACCU-4  {Accumulator the fluid is expelled using a fixed N2 gas charge thatis  iFails to Expand/Contract (interference of moving parts); All ) ' loss of coolant due to rupture {N/A 2
" \ce 0 eventual loss of cooling capability. 2) Pump delta-p sensor and/or
applied between the bellows and the tank shell. Holds 2) Contamination. . ) would lead to loss TCS and
ed bet " Inability to contract during low ou current and temp sensors
TBD in3 min. of coolant; TBD psig MDP; Bellows neutral ° mission. -~
s temp operation could cause detect cavitation;
position s TBD. e
pump cavitation. 3) Loop temp sensors detect
loss of cooling
1) Tank pressure and
R temperature sensors may
Valve is launched closed and isolates the coolant in the 1) Contamination; 2} Seal : ’ detect loss of coolant into the
failure; 3) FSW Failure; 4) Coolant would be allowed into ) Rupture due to freezing )
. accumulator from the rest of the system. Opens ' ° ure; 4 ' e Coolant would freeze, potentially ° main loop;
TCS-LV1-1 Accumulator isolation valve ) * Fails open Electrical/ Electronics failure; Al the main loop before it is ) resultsinlossof TCSand ~ iN/A 2
following launch to allow coolant into radiators 1 and 4 " " ! leading to rupture. sl 2) Pump delta-p sensor and
5) Autonomy failure; 6) Failed desired. mission.
and solar arrays. system pressure and temp
sequence ‘
sensors will al detect rupture
resulting in loss of TCs.
1) Tank pressure and
temperature sensors may
Valve is launched closed and isolates the coolant in the ) ) ) ) detect loss of coolant into the
- Coolant would be allowed into Sufficient coolant leaks into system Rupture due to freezing )
. accumulator from the rest of the system. Opens 1) Contamination; 2) Seal ' e ¢ ° main loop;
TCS-LV1-2 Accumulator isolation valve ) : Internal leakage (large leak) i, Al the main loop before itis  ito cause a blockage when it freezes, iresults inloss of TCSand  iN/A 2
following launch to allow coolant into radiators 1 and 4 failure ! ) sl 2) Pump delta-p sensor and
desired. potentially leading to rupture. mission.
and solar arrays. system pressure and temp
sensors will all detect rupture
resulting in loss of TCs.
Valve is launched closed and isolates the coolant in the T Coolant leakis insufficient to biock Tank pressure and
accumulator from the rest of the system. Opens 1) Contamination; 2) Seal Coolant would be allowed into L o1 rzen. Frozen coolant temperature sensors ma
umul . ination; j e ipe wi zen. Froz u
TCs-LV1-3 Accumulator isolation valve ! system. Op Internal leakage (small leak) | Al the main loop before it is Pip! ! No effect. N/A 4 P may
following launch to allow coolant into radiators 1 and 4 failure e would eventually melt with no detect loss of coolant into the
and solar arrays. g damage to the system. main loop.
1) Contamination; 2) Jamming;
Valve is launched closed and isolates the coolant in the 3) Binding; 4) Seal failure; 5) 1) Pump delta-p sensor
" ! Re-send command to open valve,
- accumulator from the rest of the system. Opens Valve stays closed when FSW Failure; 6) Electrical/ one ) ' - detects loss of flow;
TCS-LV1-4 Accumulator isolation valve ) * ure; ¢ Al Valve stays closed. but if failure persists, no coolant is iLoss of TCS. Loss of mission. IN/A 2
following launch to allow coolant into radiators 1and 4 icommanded to open Electronics failure; 7) : 2) Loop temp sensors detect
" ' available to the TCS. )
and solar arrays. Autonomy failure; 8) Failed loss of cooling
sequence
Rupture due to high
temperatures leads to loss of 1) Tank pressure and
I I
Valve is launched closed and isolates the coolant in the . i The system loses ac‘ces‘s to the X C00|’?m:, loss of TCS, and loss. temperature sensors detect
Mechanical failure (cannot be accumulator, resulting in potential jof mission loss of coolant due to rupture;
o accumulator from the rest of the system. Opens Valve closes when not g n
TCS-LVL-5 Accumulator isolation valve ) * commanded to close after (Al Valve closes. rupture or pump cavitation as a N/A 2 2) Pump delta-p sensor
following launch to allow coolant into radiators 1 and 4 to close ‘ -
iicimied ground testing is completed) result of high/low temperature  {Pump cavitation due to low detects loss of flow;
Ve ions, r i leads to pump 3) Loop temp sensors detect
failures, loss of TCS, and loss loss of cooling
of mission.
1) Tank pressure and
temperature sensors detect
loss of coolant;
Valve is launched closed and isolates the coolant in the ) Redundant pump failures due 2) Pump delta-p sensor and/or
1) Over-stress; 2) Corrosion; 3) ) ) "
. from the rest of the system. Opens. . Potential pump cavitation and to cavitation common cause current and temp sensors
TCS-LV1-6 Accumulator isolation valve ! : ) External leakage Fatigue; 4) Material/process Al Coolant leaks to space. ) " /A 2 e
following launch to allow coolant into radiators 1 and 4 ol flaw: ) Seal ol eventual loss of cooling capability. jand loss of coolant would lead detect cavitation;
and solar arrays. i to loss TCS and vehicle. 3) P2 detects loss of main loop
pressure;
4) Loop temp sensors detect
loss of cooling
Re-send open command (does not
ool Wi
Valve is launched closed and isolates the coolantinthe { affect tate of valve). Willsee 1) Accumlator pressure
o e et the oo ooon Position indicator indicates reduction in pressure in accumulator sensor sees drop in
TCS-LVL-7 Accumulator isolation valve ) ystem: Op "closed" when valve is actually {Sensor malfunction Al Valve s open, as commanded  {from fully-loaded position, and will ~iNo effect. N/A 4 accumulator pressure
following launch to allow coolant into radiators 1 and 4 ! )
Hiicimind open see cooling to the solar arrays. 2) Temperature telemetry wil
Ve Eventually will assume Pl sensor show that system is operating
failure.
Valve is launched closed and isolates the coolant in the 1, " Will see 1o pressure drop at
Position indicator indicates . . ; . Accumulator pressure sensor
. accumulator from the rest of the system. Opens Fosttiol ! ) Launch through cooling Valve is closed, as accumulator (expected if valve is
TCS-LV1-8 Accumulator isolation valve ! : ) open” when valve is actually iSensor malfunction ougf ) No effect. N/A 4 does not detect drop in
following launch to allow coolant into radiators 1 and 4 system activation open). Eventually will assume PI
closed accumulator pressure.
and solar arrays. sensor failure.
1) Contamination; 2) Seal o il cooling system Pump delta-p sensor and
. Valveislaunched closed and isolates radiators 2 and 3 on failure; 3) FSW Failure; 4) min oling sy Coolant would be allowed into Potential coolant freezing, Rupture due to freezing p delta-p
Upstream radiator isolation ) . . . . . activation (radiators 1 & 4) . . . system pressure and temp
TCS-LV2-1 the upstream side. Opens about 1 month into the Fails open Electrical/ Electronics failure; . ’ the loop containing Radiators. ipotentially leading to rupture and  iresults inloss of TcSand ~ iN/A 2 ‘
valve e ) : ' "€ {through final cooling system Mtaining | ! sensors will all detect rupture
mission to allow coolant into radiators 2 and 3. 5) Autonomy failure; 6) Failed | -c ‘ 283 before it is desired. subsequent leakage. vehicle ’
sequence activation (radiators 2 & 3) resulting in loss of TCs.
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Subject Matter
Expert(s):

FMEA ID

Jack Ercol
HSSSS contact

Name

Notes: Initially filled out by Jack Ercol, but basically redone by HSSSS. Clay is talking to

HSSSS for updates/verification.

Function

Failure Mode / Limit /
Constraint

Response

Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

Quick Response

Response Level

Desired Local Response

Allocation of Local
Response

Time to fix locally

Time to Transmit Signal

Desired System
Response

Allocation of System Response:

Time to fix system

Time to Transmit Signal

Ground Response /

System Side Switch

Processor Switch

Safe Mode

Remediation

Revisit

TCS-ACCU-1

Accumulator

Stores coolant water prior to system charge; Provides
thermal expansion and loop leakage compensation.
Coolant is internal to the accumulator tank bellows and
the fluid is expelled using a fixed N2 gas charge that is
applied between the bellows and the tank shell. Holds
TBD in3 min. of coolant; TBD psig MDP; Bellows neutral
position is TBD.

Ci bell Internal L

N/A

None

Historically this has been an
accepted risk in similar
spaceflight applications, based
on it's a highly reliable all
welded pressure barrier metal
bellow assembly design,
rigourous design stress
analyses, manufacturing
process controls, mandatory
hardware inspection points,
and qual/accept tests.

TCS-ACCU-2

Accumulator

Stores coolant water prior to system charge; Provides
thermal expansion and loop leakage compensation.
Coolant is internal to the accumulator tank bellows and
the fluid is expelled using a fixed N2 gas charge that is
applied between the bellows and the tank shell. Holds
TBD in3 min. of coolant; TBD psig MDP; Bellows neutral
position is TBD.

External Coolant Leakage

Seconds/minutes

N/A

None

TCS-ACCU-3

Accumulator

Stores coolant water prior to system charge; Provides
thermal expansion and loop leakage compensation.
Coolant is internal to the accumulator tank bellows and
the fluid is expelled using a fixed N2 gas charge that is
applied between the bellows and the tank shell. Holds
TBD in3 min. of coolant; TBD psig MDP; Bellows neutral
position is TBD.

External Gas Leakage

Seconds/minutes

N/A

None

TCS-ACCU-4

Accumulator

Stores coolant water prior to system charge; Provides
thermal expansion and loop leakage compensation.
Coolant is internal to the accumulator tank bellows and
the fluid is expelled using a fixed N2 gas charge that is
applied between the bellows and the tank shell. Holds
TBD in3 min. of coolant; TBD psig MDP; Bellows neutral
position is TBD.

Fails to Expand/Contract

Seconds/minutes

N/A

None

TCS-LV1-1

Accumulator isolation valve

Valve is launched closed and isolates the coolant in the
accumulator from the rest of the system. Opens
following launch to allow coolant into radiators 1 and 4
and solar arrays.

Fails open

Minutes

N/A

None

TCS-LV1-2

Accumulator isolation valve

Valve is launched closed and isolates the coolant in the
accumulator from the rest of the system. Opens
following launch to allow coolant into radiators 1 and 4
and solar arrays.

Internal leakage (large leak)

Minutes

N/A

None

TCS-LV1-3

Accumulator isolation valve

Valve is launched closed and isolates the coolant in the
accumulator from the rest of the system. Opens
following launch to allow coolant into radiators 1and 4
and solar arrays.

Internal leakage (small leak)

Minutes (depends on
severity of leak)

N/A

None

TCS-LV1-4

Accumulator isolation valve

Valve is launched closed and isolates the coolant in the
accumulator from the rest of the system. Opens
following launch to allow coolant into radiators 1 and 4
and solar arrays.

Valve stays closed when
commanded to open

Minutes

None

Redundant, independent
opening electronics. This
would require two failures.

TCS-LV1-5

Accumulator isolation valve

Valve is launched closed and isolates the coolant in the
accumulator from the rest of the system. Opens
following launch to allow coolant into radiators 1 and 4
and solar arrays.

Valve closes when not
to close

Minutes

N/A

None

TCS-LV1-6

Accumulator isolation valve

Valve is launched closed and isolates the coolant in the

from the rest of the system. Opens
following launch to allow coolant into radiators 1and 4
and solar arrays.

External leakage

Seconds/minutes

N/A

None

TCS-LV1-7

Accumulator isolation valve

Valve is launched closed and isolates the coolant in the
accumulator from the rest of the system. Opens
following launch to allow coolant into radiators 1 and 4
and solar arrays.

Position indicator indicates
"closed" when valve is actually
open

TCS-LV1-8

Accumulator isolation valve

Valve is launched closed and isolates the coolant in the
accumulator from the rest of the system. Opens
following launch to allow coolant into radiators 1and 4
and solar arrays.

Position indicator indicates
“open" when valve is actually
closed

TCS-LV2-1

Upstream radiator isolation
valve

Valve is launched closed and isolates radiators 2 and 3 on;
the upstream side. Opens about 1 month into the
mission to allow coolant into radiators 2 and 3.

Fails open

Minutes

N/A

None

Can adjust vehicle orientation
to prevent freezing
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Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

Effect Detection Method
Failure Mode / Limit Time to Detect
FMEA ID Name Function Co"wai{‘ . / Possible Causes Phase Local Next Higher Umbra Violation Severity Typeof FM i  Observable How Observed? Tim for Diagnosis ;Tim Path for Diagnosis Time to Detect (Local) (:vsrerr
1) Tank pressure and
temperature sensors may
From initial cooling system detect loss of coolant into the
" Valveis launched closed and isolates radiators 2 and 3 on - m in O'Ine sV: Coolant would be allowed into [Sufficient coolant leaks into system iRupture due to freezing ¢
Upstream radiator isolation ¢ ' 1) Contamination; 2) Seal jactivation (radiators 1 & 4) : ) ° main loop;
TCS-LV2-2 the upstream side. Opens about 1 month into the Internal leakage (large leak) ' ° the loop containing Radiators ito cause a blockage when it freezes, iresults inloss of TCSand  IN/A 2
valve e u " : failure through final cooling system Mtaining | ¢ s 2) Pump delta-p sensor and
mission to allow coolant into radiators 2 and 3. OueT ‘ 283 before it is desired. potentially leading to rupture. mission.
activation (radiators 2 & 3) system pressure and temp
sensors will all detect rupture
resulting in loss of TCs.
From initial cooling system Coolant leak s insufficient to block Tank pressure and
. iValveislaunched closed and isolates radiators 2 and 3 on - m nitia cooling sy: Coolant would be allowed into s nsuffict pressu
Upstream radiator isolation ¢ ) 1) Contamination; 2) Seal jactivation (radiators 1 & 4) : pipe when frozen. Frozen coolant temperature sensors may
TCS-LV2-3 the upstream side. Opens about 1 month into the Internal leakage (small leak) i . ’ the loop containing Radiators ' No effect. N/A 4 "
valve e ) : failure through final cooling system Mtaining | would eventually melt with no detect loss of coolant into the
mission to allow coolant into radiators 2 and 3. e - 283 before it is desired. )
activation (radiators 2 & 3) damage to the system. main loop.
1) Contamination; 2) Jamming; 1) Pump delta-p sensor
on e ol -
o Valve is launched closed and isolates radiators 2 and 3 on 3) Binding; 4) Seal failure; 5) ) ) Re-send command to open valve, detects loss of flow;
Upstream radiator isolation N N Valve stays closed when FSW Failure; 6) Electrical/ From final cooling system ene y . - 2) Loop temp sensors detect
TCS-LV2-4 the upstream side. Opens about 1 month into the ure; © m ! Valve stays closed. but if failure persists, no coolant is  iLoss of TCS. Loss of mission. IN/A 2 "
valve e ) : commanded to open Electronics failure; 7) activation (radiators 2 &3) on. " loss of cooling
mission to allow coolant into radiators 2 and 3. ! ' available to radiators 2 & 3. COOTE
Autonomy failure; 8) Failed 3) Position indicator on LV
sequence indicates closed state
1) Pump delta-p sensor
flow;
o Valve is launched closed and isolates radiators 2 and 3 on! Mechanical failure (cannot be X § i detects loss of flow;
Upstream radiator isolation N N Valve closes when not From final cooling system The system loses access to Radiators - 2) Loop temp sensors detect
TCS-LV2-5 the upstream side. Opens about 1 month into the commanded to close after m ! Valve closes. Loss of TCS. Loss of mission.  iN/A 2 "
valve e ) : to close °to activation (radiators 2 &3) on. 283, loss of cooling
mission to allow coolant into radiators 2 and 3. ground testing is completed) Fcooling
3) Position indicator on LV
indicates closed state
1) Tank pressure and
temperature sensors detect
loss of coolant;
jator isolati initial cooli ial pump cavitati vitati u u
TCS-LV2-6 P the upstream side. Opens about 1 month into the External leakage Fatigue; 4) Material/process om in oling sy: Coolant leaks to space. pum cavit: ' 7 2 d temp
valve ©u ) : ‘ activation (radiators 1 & 4) on. eventual loss of cooling capability. jand loss of coolant would lead detect cavitation;
mission to allow coolant into radiators 2 and 3. or weld flaw; 5) Seal failure ) ,
to loss TCS and vehicle. 3) P2 detects loss of main loop
pressure;
4) Loop temp sensors detect
loss of cooling
Re-send open command (does not
; 1) Accumulator pressure
) ) B affect state of valve). Will see r
Upstream radiotor solation _Valve i launched closed and isolates radiators 2 and 3 onPosition indicator indicates rom final cooling system o sensor sees drop in
TCS-LV2-7 P the upstream side. Opens about 1 month into the "closed" when valve is actually {Sensor malfunction m N8 Y Valve is open, as commanded pressur iNoeffect. N/A 4 accumulator pressure
valve e ) : activation (radiators 2 & 3) on. accumulator, and will see additional )
mission to allow coolant into radiators 2 and 3. open ! 2) Temperature telemetry wil
cooling to solar arrays. Eventually ! )
. " show that system is operating
will assume a Pl sensor failure.
No effect until initial cooling system
activation (Radiators 1&4). At initial
. iValveislaunched closed and isolates radiators 2 and 3 on}Position indicator indicates Launch through final cooling ) cooling system activation, will see Accumulator pressure sensor
Upstream radiator isolation ) " Lo ) ) oue! - Valve is closed, as "
TCS-LV2-8 e the upstream side. Opens about 1 month into the open” when valve is actually iSensor malfunction system activation (radiators 2 that the temperatures surrounding ~No effect. N/A 4 does not detect drop in
mission to allow coolant into radiators 2 and 3. closed 83) Radiators 2 & 3 do not change. Will accumulator pressure.
eventually assuming a Pl sensor
failure.
) : o Coclant may be ailowed into ) ) )
Downstream radiator solation. aIVe i launched closed and isolates radiators 2.and 3 on 1) Contamination; 2) Seal e rodinton 2/3 soumontof . Potential coolant freezing, Rupture due to freezing o3 detects pressure ise as
wi jator isolati i ure ri
TCS-LV3-1 the downstream side. Opens about 1 monthintothe  iFails open/Internal leakage failure; 3) Software Failure; 4) Al ’ gmen potentially leading to rupture and iresults in loss of TCSand ~ IN/A 2 P
valve ©d P ° ‘ i the cooling loop before it is ! coolant leaks in
mission to allow coolant into radiators 2 and 3. Electrical/ Electronics failure oot subsequent leakage. vehicle
ired.
inability to supply coolant to
1) Contamination; 2) fammine; radiators 2 and 3 results in
. iValveis launched closed and isolates radiators 2 and 3 on| o i2) & Valve doesn't open when inability to handle nominal Loop temp sensors detect
Downstream radiator isolation N ) " 3) Binding; 4) Seal failure; 5) ) ) 8
TCS-LV3-2 the downstream side. Opens about 1 month into the iFails closed X 2 or valve closes  iLoss of flow to radiators 2and 3. iheat loads, which eventually ~N/A 2 failure to supply flow to
valve e d P ° Software Failure; 6) Electrical/ ‘ : )
mission to allow coolant into radiators 2 and 3. e inadvertently. leads to loss of vehicle when radiators 2 and 3.
the TCS can no longer keep
up.
1) Tank pressure and
temperature sensors detect
loss of coolant after LV2 has
been opened;
Coolant leaks to external from Redundant pump failures due
~ivalveislaunched closed and isolates radiators 2 and 3 on 1) Over-stress; 2) Corrosion; 3) X § i uncant pum failures du 2) Pump delta-p sensor and/or
Downstream radiator isolation N > External leakage, upstream . the downstream side of the  :Potential pump cavitation and to cavitation common cause
TCS-LV3-3 the downstream side. Opens about 1 month into the . Fatigue; 4) Material/process Al ) - /A 2 current and temp sensors
valve ©d P ° side ‘ valve beginning when LV2 and eventual loss of cooling capability. and loss of coolant would lead dte
mission to allow coolant into radiators 2 and 3. or weld flaw; 5) Seal failure ) detect cavitation;
LV3 are opened. to loss TCS and vehicle. v
3) P2 detects loss of main loop
pressure.
4) Loop temp sensors detect
loss of cooling
1) Tank pressure and
temperature sensors detect
loss of coolant after LVL has
been opened;
v ) ) Coolant leaks to external from Redundant pump failures due pened;
. iValveis launched closed and isolates radiators 2 and 3 on| 1) Over-stress; 2) Corrosion; 3) " ) ) " 2) Pump delta-p sensor and/or
Downstream radiator isolation ¢ ° External leakage, downstream ) the downstream side of the :Potential pump cavitation and to cavitation common cause
TCS-LV3-4 the downstream side. Opens about 1 month into the _ Fatigue; 4) Material/process (Al N N - N/A 2 current and temp sensors
valve e P v side ‘ valve beginning when LVL s ieventual loss of cooling capability. ~and loss of coolant would lead e
mission to allow coolant into radiators 2 and 3. or weld flaw; 5) Seal failure : detect cavitation;
opened post launch. to loss TCS and vehicle. ,
3) P2 detects loss of main loop
pressure.
4) Loop temp sensors detect
loss of cooling
fthe leakage is severe
e s seve 1) Pump delta-p sensor
Some coolant recirculation enough, then inability to detects flow degradation;
Check valve prevents back flow through the inactive 1) Ball/seat deformation; 2) ° Degraded flow performance through {handle nominal heat loads is ¢ i
TCS-CV1-L Pump check valve Internal Leakage et Al flow s allowed through the : ! ‘ N/A 2 2) Loop temperature sensors
pump leg Contamination the solar arrays and radiators. possible, leading to loss of :
check valve. ° detect degraded cooling
Vehicle when the TCS can no
performance
longer keep up,
1) Pump delta-p sensor
detects loss of flow while PM2
is running;
i its i )
Check valve prevents back flow through the inactive . N 1) Ball/seat deformation; 2) Check valve is stuck blocking | RU""N8 PM2 results in a dead head iLoss of pump redundancy. If 2) PM2 current and speed
TCS-CV1-2 Pump check valve Fails in PM1 flow position et Al condition. Unable to use PM2to  inext failure is PM1, then loss {N/A 2R sensors detect dead head
pump leg Contamination flow through the PM2 leg ! o
provide flow. of TCS and vehicle. condition;
3) Loop temperature sensors
detect loss of cooling while
PM2 is active
1) Pump delta-p sensor
detects 1oss of flow while PM1
is running;
o ) _ iRunning PM1 results in a dead head {Loss of pump redundancy. If 2) PM1 current and speed
Check valve prevents back flow through the inactive 1) Ball/seat deformation; 2 Check valve is stuck blockin
TCs-CV1-3 Pump check valve P € Fails in PM2 flow position ) Ballfseat )i € {condition. Unable touse PM1to inext failure is PM2, then loss IN/A 2R sensors detect dead head
pump leg Contamination flow through the PM1 leg ! o’
provide flow. of TCS and vehicle condition;
3) Loop temperature sensors
detect loss of cooling while
PMLis active
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Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

Response Quick Response
Failure Mode / Limit Allocation I Desired System :Allocation of System Response: Time to fix system Time to Transmit Signal Ground Response System Side Switch Processor Switch Safe Mode
FMEA ID Name Function / Limit / Response Level Desired Local Response: EziEneiicz] Time tofix locally : Time to Transmit Signal G st 5 = Iy 2 Remediation Revisit
Constraint Response Response Contingency
. iValveislaunched closed and isolates radiators 2 and 3 on ) —
Upstream radiator isolation ¢ ' . Can adjust vehicle orientation
TCS-LV2-2 the upstream side. Opens about 1 month into the Internal leakage (large leak)  {Minutes N/A None !
valve oY ) : to prevent freezing
mission to allow coolant into radiators 2 and 3.
Upstream radiator isolation 21+ ¢ 12unched closed and isolates radiators 2 and 3 on Can adjust vehicle orientation
TCS-LV2-3 P the upstream side. Opens about 1 month into the Internal leakage (small leak) ~ {Minutes N/A None ! .
valve oY ) : to prevent freezing
mission to allow coolant into radiators 2 and 3,
Upstream radintor solation | ValVe I launched closed and isolates radiators 2and 3onf,
jator isolati ve wi
TCS-LV2-4 P the upstream side. Opens about 1 month into the v Minutes
valve e ) : commanded to open
mission to allow coolant into radiators 2 and 3.
Uostream radintor solationValVe i launched closed and isolates radiators 2and 3onfy
jator isolati v wi
TCS-LV2-5 P the upstream side. Opens about 1 month into the Minutes
valve e ) : commanded to close
mission to allow coolant into radiators 2 and 3.
Upstream radiator solation _Valve i launched closed and isolates radiators 2 and 3 on
jator isolati
TCS-LV2-6 . the upstream side. Opens about 1 month into the External leakage Seconds/minutes
valve mission to allow coolant into radiators 2 and 3.
Upstream radiator solation _Valve i launched closed and isolates radiators 2 and 3 onPosition indicator indicates
TCS-LV2-7 o the upstream side. Opens about 1 month into the “closed" when valve is actually
mission to allow coolant into radiators 2 and 3. open
Unstream radintor solation | Valve i launched closed and isolates radiators 2 and 3 onfPosition indicator indicates
jator isolati
TCS-LV2-8 . the upstream side. Opens about 1 month into the "open" when valve is actually N/A None
valve mission to allow coolant into radiators 2 and 3. closed
Downstream radiator solation. Alve s 1aunched closed and isolates radiators 2.and 3 on Can adiust vehicle orientation
wi jator isolati ust vehicle orientati
TCS-LV3-1 the downstream side. Opens about 1 month into the iFails open/Internal leakage  {Minutes N/A None ! !
valve °C P ° to prevent freezing
mission to allow coolant into radiators 2 and 3.
. iValveis launched closed and isolates radiators 2 and 3 on|
Downstream radiator isolation N N . "
TCS-LV3-2 valve the downstream side. Opens about 1 month into the Fails closed Minutes N/A None
mission to allow coolant into radiators 2 and 3.
Downstream radiator isolation ] /2 ¢ 1 12unched closed and isolates radiators 2 and 3 onie. o 1 okage, upstream
TCs-LV3-3 y the downstrea side. Opens about 1 month into the | Be, Up Seconds/minutes N/A None
mission to allow coolant into radiators 2 and 3.
. iValveis launched closed and isolates radiators 2 and 3 on|
Downstream radiator isolation ¢ ° External leakage, downstream )
TCS-LV3-4 valve the downstream side. Opens about 1 month into the side Seconds/minutes N/A None
mission to allow coolant into radiators 2 and 3.
Check valve prevents back flow through the inactive
TCs-Cvi1 Pump check valve valve prev w through the Inactiv Internal Leakage Minutes N/A None
pump leg
Check valve prevents back flow through the inactive Seconds (after PM2 is
TCs-cvi2 Pump check valve valve prev w through the Inactiv Fails in PM1 flow position ( ! N/A None
pump leg commanded)
Check valve prevents back flow through the inactive Seconds (after PM1 is
TCs-Cv13 Pump check valve P 8 Fails in PM2 flow position ( N/A None

pump leg

commanded)
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Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

Effect Detection Method
Failure Mode / Limit Time to Detect
FMEA ID Name Function Co"smi{‘ . / Possible Causes Phase Local Next Higher Mission Umbra Violation Severity Typeof FM i  Observable How Observed? Tim for Diagnosis ;Tim Path for Diagnosis Time to Detect (Local) (:v;err
T) Tank pressure and
temperature sensors detect
loss of coolant after LVL has
’ been opened;
Redundant pump failures due
- 1) Over-stress; 2) Corrosion; 3) Coolant leaks to external ) ) unciant pum fal u 2) Pump delta-p sensor and/or
Check valve prevents back flow through the inactive ) ! Potential pump cavitation and to cavitation common cause
TCS-CV1-4 Pump check valve External Leakage Fatigue; 4) Material/process Al beginning when LV1 is opened - " N/A 2 current and temp sensors
pump leg ¢ eventual loss of cooling capability. jand loss of coolant would lead dte
or weld flaw; 5) Seal failure post launch. ) detect cavitation;
to loss TCS and vehicle. v
3) P2 detects loss of main loop
pressure.
4) Loop temp sensors detect
loss of cooling
fthe degradation is severe 1) Pump delta-p sensor
enough, then inability to detects excessive flow;
handle nominal heat loads is 2) Pump current sensor
) 1) Motor Controller ) ! ) . - :
Provides coolant flow through the solar arrays and ) r cont Pump outputs excessive flow {Waste of vehicle power, potential ipossible, leading to loss of detects excessive current
TCS-PM1-1 Pump 1 " Overspeed/Excessive flow  {Electronics failure; 2) Software {All ‘ ! " . /A 2R
radiators P and draws excessive current  icooling performance degradation  ivehicle when the TCS can no draw;
longer keep up. Can switch to 3) Loop temperature sensors
the redundant pump to avoid detect degraded cooling
this. performance
fthe degradation is severe
1) Motor controller electronics enough, then inability to
’ ; ’ ) 1) Pump delta-p sensor
failure; 2) Software failure; 3) handle nominal heat loads is e o
Provides coolant flow through the solar arrays and Underspeed/Insufficient flow  {Bearing failure; 4) Excessive Pump outputs insufficent flow {Degraded flow performance through ipossible, leading to loss of ¢ i
TCS-PM1-2 Pump 1 " : Al : . /A 2R 2) Loop temperature sensors
radiators delta-p internal leakage; 5) Loose delta-p the solar arrays and radiators vehicle when the TCS can no i,
impeller; 6) Entrapped longer keep up. Can switch to 8! 2
‘ ' performance
contaminants the redundant pump to avoid
this.
1) Pump delta-p sensor
detects loss of flow;
1) Excessive bearing wear or Must switch to the redundant 2) Pump current sensor
Provides coolant flow through the solar arrays and contamination resulting in Loss of coolant flow. Pump 1y 0\t flow through the solar  ipump to resume cooling. If detects current draw
TCS-PM1-3 Pump 1 " ® v Locked rotor ¢ 6 Al should be safe with regard to " ® pump & ina 2R characteristic of a locked rotor
radiators increased bearing drag or e safe ¥ arrays and radiators the redundant pump also fails,
‘ e current indefinitely (TBC) ° event;
seizure; 2) Binding then loss of TCS and vehicle.
3) Loop temperature sensors
detect degraded cooling
performance
1) Pump cavitations; 2) Fiow
Provides coolant flow through the solar arrays and blockage; 3) High heat I a fire occurs, potential damage to {Potential loss of TCS and Loop temp sensors may
TCS-PM1-4 Pump 1 " e ¥ o overheat i .4)High Al Potential for a fire . poter mag e 2 provide an indirect indication
radiators pump and surrounding equipment ivehicle " !
coolant temp; 5) Bearing that the pump is overheating
degradation
Pump current sensor and
vehicle level overcurrent
TCs.PMLS pump 1 Provides coolant flow through the solar arrays and overcurrent 1) lectronics aiure; 2) N Local heating, potential fora Ifa fire occurs, potential damage to_{Potentialloss of TCS and ) protection features (TBD) will
radiators Bearing drag fire pump and surrounding equipment  ivehicle catch many overcurrent
scenarios in time to allow for
pump shutdown
If the degradation is severe 1) Pump delta-p sensor
enough, then inability to detects irregular flow;
1) Motor Controllr handle nominal heat loads is 2) Pump current sensor
Provides coolant flow through the solar arrays and Pump is on when not Waste of vehicle power, potential ipossible, leading to loss of detects current draw from
TCS-PM1-6 Pump 1 Vi e ¥: Fails on Electronics failure; 2) Software Al ump & te of venicle power, potential  {poss ing /A 2R detects cu
radiators fare expected to be on cooling performance degradation jvehicle when the TCS can no inactive pump;
longer keep up. Can switch 3) Loop temperature sensors
off the redundant pump to detect degraded cooling
restore normal flow. performance
1) Pump delta-p sensor
Must switch to the redundant detects loss of flow;
Provides coolant flow through the solar arrays and 1) Motor Controller No coolant flow through the solar  ipump to resume cooling. If 2) Pump current sensor
TCS-PM1-7 Pump 1 " e % Fails off Electronics failure; 2) Software Al Loss of coolant flow v e pump 81 A 2R P
radiators fare arrays and radiators the redundant pump also fails, detects no current draw;
then loss of TCS and vehicle. 3) Loop temperature sensors
detect loss of cooling
1) Tank pressure and
temperature sensors detect
loss of coolant after LVL has
ump failures due been opened;
) 1) Over-stress; 2) Corrosion; 3) Coolant leaks to external from ) ) \cant pump 2) Pump delta-p sensor and/or
Provides coolant flow through the solar arrays and ) roe Potential pump cavitation and to cavitation common cause
TCS-PM1-8 Pump 1 " External leakage Fatigue; 4) Material/process Al the pump beginning when LV1 - " N/A 2 current and temp sensors
radiators ‘ ) eventual loss of cooling capability. jand loss of coolant would lead dte
or weld flaw; 5) Seal failure is opened post launch. ) detect cavitation;
to loss TCS and vehicle. v
3) P2 detects loss of main loop
pressure.
4) Loop temp sensors detect
loss of cooling
fthe degradation is severe 1) Pump delta-p sensor
enough, then inability to detects excessive flow;
handle nominal heat loads is 2) Pump current sensor
) 1) Motor Controller ) : ) - - :
Provides coolant flow through the solar arrays and ) r cont Pump outputs excessive flow {Waste of vehicle power, potential  ipossible, leading to loss of detects excessive current
TCS-PM2-1 Pump 2 " Overspeed/Excessive flow  iElectronics failure; 2) Software {All ‘ ! ! . /A 2R
radiators P and draws excessive current  icooling performance degradation  ivehicle when the TCS can no draw;
longer keep up. Can switch to 3) Loop temperature sensors
the redundant pump to avoid detect degraded cooling
this. performance
fthe degradation is severe
1) Motor controller electronics enough, then inability to
’ ; ’ ) 1) Pump delta-p sensor
failure; 2) Software failure; 3) handle nominal heat loads is e e eron:
Provides coolant flow through the solar arrays and Underspeed/Insufficient flow {Bearing failure; 4) Excessive Pump outputs insufficent flow iDegraded flow performance through {possible, leading to loss of ¢ i
TCS-PM2-2 Pump 2 " : Al : . /A 2R 2) Loop temperature sensors
radiators delta-p internal leakage; 5) Loose delta-p the solar arrays and radiators vehicle when the TCS can no i,
impeller; 6) Entrapped longer keep up. Can switch to 8! 2
‘ ' performance
contaminants the redundant pump to avoid
this.
1) Pump delta-p sensor
detects loss of flow;
1) Excessive bearing wear or Must switch to the redundant 2) Pump current sensor
Provides coolant flow through the solar arrays and contamination resulting in Loss of coolant flow. Pump 4y 0\t flow through the solar  ipump to resume cooling. If detects current draw
TCS-PM2-3 Pump 2 " ® v Locked rotor ¢ 6 Al should be safe with regard to " ® pump & ina 2R characteristic of a locked rotor
radiators increased bearing drag or e safe ¥ arrays and radiators the redundant pump also fails,
‘ e current indefinitely (TBC) ° event;
seizure; 2) Binding then loss of TCS and vehicle.
3) Loop temperature sensors
detect degraded cooling
performance
1) Pump cavitations; 2) Fiow
Provides coolant flow through the solar arrays and blockage; 3) High heat If a fire occurs, potential damage to | Potential loss of TCS and Loop temp sensors may
TCS-PM2-4 Pump 2 " e % o overheat i . 4)High (Al Potential for a fire . poter mag e 2 provide an indirect indication
radiators pump and surrounding equipment ivehicle " !
coolant temp; 5) Bearing that the pump is overheating
degradation
Pump current sensor and
vehicle level overcurrent
Tespms pump 2 Provides coolant flow through the solar arrays and overcurent 1) Electronics failure; 2) " Local heating, potential for a ilf a fire occurs, potential damage to  iPotential loss of TCS and ) protection features (TBD) will

radiators

Bearing drag

fire

pump and surrounding equipment

vehicle

catch many overcurrent
scenarios in time to allow for
pump shutdown
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Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

Quick Response
Failure Mode / Limit System Side Switch Processor Switch Safe Mods
FMEA ID Name Function ailure Mode / Limit / AEERET T oW € Remediation Revisit
Constraint
Check val ts back flow through the inacti
TCS-CV1-4 Pump check valve pu:fp I‘;ag ve prevents back flow through the Inactive ¢, ternal Leakage Seconds/minutes N/A None
Provides coolant flow through the sol d
TCS-PM1-1 Pump 1 rovides coolant flow through the solar arrays an Overspeed/Excessive flow | Minutes N/A None
radiators
Tes L pump 1 Provides coolant flow through the solar arrays and Underspeed/insufficient flow |\ A None
radiators delta-p
Provides coolant flow through the sol d
TCS-PM1-3 Pump 1 rovices coolant flow through the solar arrays an Locked rotor Seconds N/A None
radiators
Provides coolant flow through the sol d
TCS-PM1-4 Pump 1 rovides coolant flow through the solar arrays an Pump/motor overheat Minutes N/A None X
radiators
Provides coolant flow through the sol d
TCS-PM15 Pump 1 rovides coolant Tlow through the solar arrays an Overcurrent Seconds N/A None X
radiators
Provides coolant flow through the sol d
TCS-PM1-6 Pump 1 rovides coolant Tlow through the solar arrays an Fails on Seconds N/A None
radiators
Provides coolant flow through the sol d
TCS-PM17 Pump 1 rovides coolant flow through the solar arrays an Fails off Seconds N/A None
radiators
Provides coolant flow through the sol d
TCS-PM1-8 Pump 1 rovices coolant flow through the solar arrays an External leakage Seconds/minutes N/A None
radiators
Provides coolant flow through the sol d
TCs-PM2-1 Pump 2 rovides coolant flow through the solar arrays an Overspeed/Excessive flow  :Minutes N/A None
radiators
TCs M2 pump2 Provides coolant flow through the solar arrays and Underspeed/insufficient flow | A None
radiators delta-p
Provides coolant flow through the sol d
TCS-PM2:3 Pump 2 rovices coolant flow through the solar arrays an Locked rotor Seconds N/A None
radiators
Provides coolant flow through the sol d
TCS-PM2-4 Pump 2 rovides coolant flow through the solar arrays an Pump/motor overheat Minutes N/A None X
radiators
Provides coolant flow through the sol d
TCS-PM2-5 Pump 2 rovides coolant Tlow through the solar arrays an Overcurrent Seconds N/A None X

radiators
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Effect

Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

Detection Method

Failure Mode / Limit Time to Detect
FMEA ID Name Function / Limit / Possible Causes Phase Local Next Higher Mission Severity Observable How Observed? Tim for Diagnosis i Tim Path for Diagnosis; © to Dete
Constraint (System)
If the degradation is severe 1) Pump delta-p sensor
enough, then inability to detects irregular flow;
1) Motor Controller handle nominal heat loads is 2) Pump current sensor
Provides coolant flow through the solar arrays and ' r Cont Pump is on when not Waste of vehicle power, potential ipossible, leading to loss of detects current draw from
TCS-PM2-6 " Fails on Electronics failure; 2) Software Al ! ! . N/A 2R detec
radiators Fare expected to be on cooling performance degradation  jvehicle when the TCS can no inactive pump;
longer keep up. Can switch 3) Loop temperature sensors
off the redundant pump to detect degraded cooling
restore normal flow. performance
1) Pump delta-p sensor
Must switch to the redundant detects loss of flow;
) 1) Motor Controller -
Provides coolant flow through the solar arrays and ' r Cont No coolant flow through the solar  jpump to resume cooling. If 2) Pump current sensor
TCS-PM2-7 " Fails off Electronics failure; 2) Software {All Loss of coolant flow " L in/A 2R
radiators fae arrays and radiators the redundant pump also fails, detects no current draw;
then loss of TCS and vehicle. 3) Loop temperature sensors
detect loss of cooling
1) Tank pressure and
temperature sensors detect
loss of coolant after LVL has
been opened;
Redundant pump failures due
) 1) Over-stress; 2) Corrosion; 3) Coolant leaks to external from ) ) uncant pum failures du 2) Pump delta-p sensor and/or
Provides coolant flow through the solar arrays and ) roe Potential pump cavitation and to cavitation common cause
TCS-PM2-8 " External leakage Fatigue; 4) Material/process Al the pump beginning when LV1 - " N/A 2 current and temp sensors
radiators : : eventual loss of cooling capability. jand loss of coolant would lead dte
or weld flaw; 5) Seal failure is opened post launch. ) detect cavitation;
to loss TCS and vehicle. v
3) P2 detects loss of main loop
pressure.
4) Loop temp sensors detect
loss of cooling
First failure undetectable
while line is capped. If the cap
also fails, then:
1) Tank pressure and
temperature sensors detect
Open for tank charging. Closed for the rest of the 1) Contamination; 2) Seal Cootant leaks through the No effect. If the cap also fails, loss of coolant;
TCS-MV-1 Manual fill valve mission to provide a barrier against coolant leakage to  |Fails open/Internal leakage failure; 3) Software Failure; 4) (Al e B No effect while the line is capped  ithen loss of coolant leading to {N/A 2R 2) Pump delta-p sensor and/or
exterior. Electrical/ Electronics failure loss of TCS and vehicle current and temp sensors
detect cavitation;
3) P2 detects loss of main loop
pressure.
4) Loop temp sensors detect
loss of cooling
v 1) Contamination; 2) Jamming;
Open for tank charging. Closed for the rest of the i 3) Binding; 4) Seal failure; 5) Unable to fill through the ) -
TCSMV-2 Manual fill valve mission to provide a barrier against coolant leakage to  iFails closed X 2 Can't fill the accumulator pre-launch {Mission delay N/A 4 N/A
° Software Failure; 6) Electrical/ manual valve
exterior. N .
Electronics failure
1) Tank pressure and
temperature sensors detect
loss of coolant;
Redundant pump failures due 2) Pump delta-p sensor and/or
Open for tank charging, Closed for the rest of the 1) Over-stress; 2) Corrosion; 3) Coolant leaks to external from :Potential pump cavitation and to c:vw(aﬂo:tor:mol:caus: cl'xrr:nlpand te; sensors '
TCS-MV-3 Manual fill valve mission to provide a barrier against coolant leakage to  iExternal leakage, tank side iFatigue; 4) Material/process  (All pump N/A 2 P

exterior.

or weld flaw; 5) Seal failure

the manual valve

eventual loss of cooling capability.

and loss of coolant would lead
to loss TCS and vehicle.

detect cavitation;

3) P2 detects loss of main loop
pressure.

4) Loop temp sensors detect
loss of cooling,
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Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

Quick Response
FMEA ID Name Function Failure Mode / Limit / System Side Switch Processor Switch Safe Mode Remediation Revisit
Constraint
Provides coolant flow through the sol d
TCs-PM2-6 Pump 2 rovides coolant flow through the solar arrays an Fails on Seconds N/A None
radiators
Provides coolant flow through the sol d
TCS-PM2.7 Pump 2 rovides coolant Tlow through the sofar arrays an Fails off Seconds N/A None
radiator
Provides coolant flow through the sol d
TCS-PM2-8 Pump 2 rovides coolant flow through the solar arrays an External leakage Seconds/minutes N/A None
radiators
Open for tank charging. Closed for the rest of the
TCS-MV-1 Manual fill valve mission to provide a barrier against coolant leakage to  :Fails open/Internal leakage  {Minutes N/A None
exterior.
Open for tank charging. Closed for the rest of the
TCS-Mv-2 Manual fill valve mission to provide a barrier against coolant leakage to  iFails closed Seconds N/A None
exterior.
Open for tank charging. Closed for the rest of the
TCS-MV-3 Manual fill valve mission to provide a barrier against coolant leakage to  External leakage, tank side  iSeconds/minutes N/A None

exterior.
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Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

Subject Matter Dave Copeland Notes: Yellow hij blocks are
Expert(s): ( C are listed for but failure mode
Chris Haskins (FR) and FMEA information is only displayed in the first copy of
Effect Detection Method
FMEA ID Name Function Failure Mode / Limit / Possible Causes Phase Local Next Higher Mission Umbra Violation Severity Type of Observable How Observed? Tim for Diagnosis Tim Path for Time to Detect Time to Detect
Constraint FM Diagnosis (Local) (System)
™-1 Transponder
T™M-1.1 FRA
TM-1.1.1 Power Converter
FRA Id go d . L f
Depends on the severity of the would 8o down. Loss o
Overcurrent (in power 1seu overcurrent. Ranges from no $/Cwould attempt to cycle telemetry, timing, etc. Loss of PDU tim for FR A
T™M-1.1.1.a P . 2) Hard circuit failure . & . power. S/C might switch to RF iNo effect. N/A 2R Active Yes comm if in contact with N/A ?
converter or one of its loads) 3 effect to unrecoverable failure | . current
3) Both exciters on of FRA side B. No other effect. ground. PDU would detect
. overcurrent condition.
1) Component failure Might blow fuse to FR A. (F:\:m‘ﬂ:::ldtigr:i:owel LEZ;O;(
T™M-1.1.1b Hard failure P Transponder A shuts down.  {Switch to B-side of telecomm. No effect. N/A 2R Active  iYes Ly, timing, etc. Heartbeat from FR i? N/A ?
2) Overcurrent comm if in contact with
No other effect.
iground.
Out of regulation secondal 1) Overcurrent Ranges from negligible to hard iworst case: switch to RF side B Analyze downlink telemetry  iTrending by RF
T™-111c € V1) Circuit-level failure e neetE : No effect. N/A ® None  iYes, with human-in-the-loop /" ) v S N/A N/A
voltage . . failure of radio. (would lose heart beat) (long-term trending) team
ianywhere in radio
Inputs 28V and return (applies to Radio down Switch to RF side B 4
whole radic)
T™M-11.2 Spacecraft Interfaces
(except power)
TM-1.1.2.1 iSpacewire,
Ground might notice an issue
ith the fi i
. . S/C wouldn't receive uplink WI. © ramgs (epea ng or
Radio could not be configured being empty, indicates that
) data stream, request for " .
for different modes of " . . radio works, but no data is
Hardware failure (broken operation. Couldn't send downlink data, configuration coming down - router status,
TM-1.1.2.1.a No/out-of-tolerance output . P P . ) data, status data. Would do RF iNo effect. N/A 4 None yes s g
harness, pin, or circuit failure) downlink telemetry. Uplink ¢ A 9 e error message, bad command
side switch first to see if it
data stream would be lost on counts. Autonomy could check
" . corrects the problem, followed N .
non-critical virtual channels. P . run state to see if FSW, etc. is
by an avionics side switch. .
responding (command loss
timer, etc.)
S/C wouldn't receive uplink
Radio could not be configured idata stream, request for Ground might notice an issue
for different modes of downlink data, configuration with the frames repeating or
TMALL21b Corrupt data (both to and from |, logic or clock failure operation. Couldn't send data, status data. Could clog {\ o N/A . None Jes being empty, indicates that
the radio) downlink telemetry. Uplink  iup SpaceWire at s/c level. radio works, but no data is
data stream would be lost on  :Switch to side B either in coming down - bad command
non-critical virtual channels. avionics or radio. Could also counts, CRC error
switch off radio.
TM-1.1.2.2 UART (output)
i ire. - f
Would likely follow common CLT will expire. CCD " qround 050
) are only sent duringisignal/lock
Hardware failure (broken response to CLT timeout - soft round contact (failure of
T™-1.1.2.2.a No/out-of-tolerance output " e No critical commands reset of radio, power cycle to  iNo effect. N/A 4 Active yes 8 " : . ? N/A
harness, pin, or circuit failure) S N will be seen in CLT not tickled
radio, side switch of RF, then !
y ) L trending). No autonomous
sideswitch of avionics. :
reaction.
CLT will ire. CCD G d - I f
Would likely follow common Wit expire. . »roun 05501
! are only sent duringisignal/lock
response to CLT timeout - soft .
. . . . . ground contact (failure of
TM-1.1.2.2.b Corrupt data FPGA, logic or clock failure No critical commands reset of radio, power cycle to  iNo effect. N/A 4 Active yes N N . ? N/A
T : will be seen in CLT not tickled
radio, side switch of RF, then .
) . L trending). No autonomous
sideswitch of avionics. N
reaction.
T™M-1.1.2.3 Clock (output)
T™-1.1.2.3.2 No/out-of-tolerance output Hardware _fa'lure_(br?kerf AY'°"'°5 would detect the Switch to side B of RF. No effect. N/A 2R Active yes Lack of clock from transponder. output RF to REM ? N/A
harness, pin, or circuit failure) failure of the clock output. Would not affect RF.
T™M-1.1.2.3.b Corrupt data FPGA, logic or clock failure Avionics would detect the Switch to side B of RF. No effect. N/A 2R Active  lyes Lack of clock from transponder.i o RF to REM H N/A
failure of the clock output. Would not affect RF.
™-11.2.4
If baseband bl ivi
 paseband enable recelving Ground - loss of
failed (so s/c is expecting >
AR signal/lock
Hardware failure (broken commanding via baseband CLT expires, no commands
T™-1.1.2.4.a No/out-of-tolerance output . S Not used in flight. instead of RF), at CLT timeout, :No effect, N/A 4 Active yes ) pires, . ? N/A
harness, pin, or circuit failure) N coming through RF. CLT not tickled
could force s/c to ignore
and use RF
path instead.
If baseband bl ivi
faled sosjcis expecing Ground-lossof
KA signal/lock
T™M-1.1.2.4.b Corrupt data FPGA, logic or clock failure Not used in flight. instead of RF), at CLT timeout, iNo effect, N/A 4 Active  lyes CLT expires, no commands v H N/A
N coming through RF. CLT not tickled
could force s/c to ignore
and use RF
path instead.
T™M-1.1.2.4 MET Synch
T™-1.1.2.4.2 Nofout-of-tolerance output | 2rdware failure (broken Ground use only No effect. No effect. N/A 4 None N/A
harness, pin, or circuit failure)
TM-1.1.2.4.b Corrupt data FPGA, Iogic or clock failure Ground use only No effect. No effect. N/A 4 None N/A
X-Band Rx (function -
T™M-1.1.3 includes at least two
cards)
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Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

Subject Matter Dave Copeland Notes: Yellow hij blocks are
Expert(s): ( C are listed for but failure mode
Chris Haskins (FR) and FMEA information is only displayed in the first copy of
Quick Look
FMEA ID Name Function Failure Mode / Limit / System Side Switch | Processor Switch Safe Mode Remediation Revisit
Constraint
T™-1
T™M-1.1
T™M-1.1.1
Power cycle radio and if
condition still exists power down:
radio and re-enforce other side?
Question on how to
implement....limit power cycle ARC cycles power to converter, avionics would
rule fire count and use longer need to redirect signal through switching matrix
Overcurrent (in power persistence for side switch rule? ~1 sec (next to switch to side B.
T™-1.1.1a e one"of oy Loc? Autonomy N/A telemetry status  iNone None None None ?
If the radio is overcurrent, | packet from radio) Switching is done through the ARC, but
would think we would do an RF autonomy would detect a fault and then tell
side switch rather than power ARC to power cycle or power off
cycling?
Does radio have CB and fuse?
~1 sec (next
TM-1.1.1b Hard failure Local RF Side Switch Autonomy N/A telemetry status None None None None ?
packet from radio)
Out of lati d; Red ting t it timi
TM-1.1.1.c ut of regulation secondary Local? None None/Ground? ? None None None ? Contingency proc needed? educe operating temperature range, optimize
voltage bus voltage.
28V and return (applies to
Input: X
i hole radio)
L2 Spacecraft Interfaces
(except power)
T™M-1.1.2.1 iSpacewire,
RF side switch, then avionics
de switch (is avionics sid
T™M-1.1.2.1.a No/out-of-tolerance output None None Ground? ! ,E i ,C (is avionics side Power cycle, switch to side B
switch different from system
side switch?)
RF side switch, then avionics
Co t data (both t d fr i itch (is avionics sids
TM-1.1.2.1.b orrupA ata (both to and from None None Ground? ! ,E i ,C (is avionics side Power cycle, soft reset
the radio) switch different from system
side switch?)
TM-1.1.2.2 UART (output)
Ground contingency to
Power cycle FR, RF side switch? Depending on how reacquire SC
Possible system side switch? CLT implemented
T™M-1.12.2.a No/out-of-tolerance output  {Local/System Autonomy 2nd CLT mightbe  iAutonomy ? ? Need to talk through all the Maybe?
Could use 2 CLTS, first to power used for system combinations within RF system
cycle side switch that ground should try when
attempting to reacquire
Ground contingency to
Power cycle FR, RF side switch? Depending on how reacquire SC
Possible system side switch? CLT implemented
T™M-1.1.2.2.b Corrupt data Local/System Autonomy 2nd CLT might be  {Autonomy ? ? Need to talk through all the Maybe?
Could use 2 CLTs, first to power used for system combinations within RF system
cycle side switch that ground should try when
attempting to reacquire
T™M-1.1.2.3 Clock (output)
T™-1123.2 No/out-of-tolerance output iLocal RF side switch Autonomy H ? None None None None None
T™M-1.1.2.3.b Corrupt data Local RF side switch Autonomy ? ? None None None None None
T™-112.4
Power cycle FR, RF side switch? .
Possible system side switch? Ground contingency to
! Depending on how reacquire SC
CLT implemented
P: I
T™-112.4.2 No/out-of-tolerance output iLocal/System Part of CLT response should 1, o 2nd CLT might be | Autonomy ? ? Need to talk through all the Maybe?
include re-enforcing RF _— o
used for system combinations within RF system
id itch that d should t h
Could use 2 CLTs, first to power side swite L ground should try when
attempting to reacquire
cycle
Power cycle FR, RF side switch? .
Possible system side switch? Ground contingency to
! Depending on how reacquire SC
CLT implemented
P: I
TM-1.12.4.b Corrupt data Local/System Part of CLT response should 1, 2nd CLT might be  {Autonomy ? ? Need to talk through all the Maybe?
include re-enforcing RF _— o
used for system combinations within RF system
il itch that d should t h
Could use 2 CLTs, first to power side swite L ground should try when
attempting to reacquire
cycle
TM-1.1.2.4 MET Synch
T™-1.1.2.4.a No/out-of-tolerance output
TM-1.1.2.4.b Corrupt data
X-Band R (function -
T™-1.1.3 includes at least two

cards)
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Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

Effect Detection Method
FMEA ID Name Function Failure Mode / Limit / Possible Causes Phase Local Next Higher Mission Umbra Violation Severity Type of Observable How Observed? Tim for Diagnosis Tim Path for Time to Detect Time to Detect
Constraint FM Diagnosis (Local) (System)
CLT will expire. CCD
commands are only sent during
Locks up/resets (probably ¥
1) SEU d contact (fail f Heartbeat fi FR;
T™M-1.13.a wouldn't happen at the card ) . No critical commands Switch to side B of RF. No effect. N/A 2R yes ground con aF (fai me? cartbeat from Fiy N/A N/A
evel) 2) Component failure commands will be seen in FR reset type
trending). No autonomous
reaction.
FR A would go down. Loss of
Switch to B-side of tels . tel try, timil te. L f
TM-1.1.3.b Hard failure 1) Component failure Transponder A shuts down. WILEh to Brside OT telecomm- o effect. N/A 2R Active Yes © Eme, ry, iming, € c 055 01 leartbeat from FR N/A N/A
No other effect. comm if in contact with
ground.
Ground would try to reacquire
s/c. Eventually CLT would
timeout. Would switch to side
B of telecomm. Would likely
follow common response to If around is unable to uplink to Ground - loss of
CLT timeout - soft reset of 8 oup S/c would know that it didn't  isignal/lock
1) Component failure Status telemetry would radio, power cycle to radio, s/c, a stale ephemeris could acquire an uplink signal. If in
T™M-L.13.c Failure to acquire PO ot v acio, p Ve " iNone. lead to UV. CLT should timeout 3 Active  iYes quire an uptink signa’. ) 2 N/A
2) Radiation effects indicate loss of signal/lock side switch of RF, then . . N contact with ground, FCs would;CLT not tickled
. N - prior to this happening and s/c . . .
sideswitch of avionics. P notice failure to acquire.
i should "safe.
Decision-maker would depend
on phase of mission. C&DH
does the actual switching.
Might need to retransmit any
upload in progress.
Ground would try to reaquire
s/c. Eventually CLT would
timeout. Would likely follow
to CLT
common response to Ll ) ) CLT will expire. CCD Ground - loss of
timeout - soft reset of radio, If ground is unable to uplink to i
. . L . are only sent duringisignal/lock
1) Component failure No critical commands, although:power cycle to radio, side s/c, a stale ephemeris could round contact (failure of
TM-1.1.3.d Failure to detect commands 2) Radiation effects there would be signal lock with :switch of RF, then sideswitch of No effect. lead to UV. CLT should timeout 3 yes 8 will be seen in CLT not tickled ? N/A
3) Failure to acquire ground. avionics. Decision-maker prior to this happening and s/c "
W " trending). No autonomous
would depend on phase of should "safe. reaction
mission. C&DH does the actual .
switching. Might need to
retransmit any upload in
progress.
Ground would try to reaquire
s/c. Eventually CLT would
timeout. Would likely follow
to CLT
See loss of signal/lock. Ground E,Ommon response to " . " Non-incrementing command  :Ground - loss of
timeout - soft reset of radio, If ground is unable to uplink to " ¢ >
could see dropped commands. L . counters, incrementing bad signal/lock
1) Component failure Performance reduction may be power cycle to radio, side s/c, a stale ephemeris could command counters, bad s/c ID,
T™M-1.13.e Reduced performance PO ° cere V€ L switch of RF, then sideswitch of iNone. lead to UV. CLT should timeout 3 Active  iYes s nac sie o ) 2 N/A
2) Radiation effects minor and it's likely that the - . . . N BCH errors. Margin might hide {CLT not tickled
avionics. Decision-maker prior to this happening and s/c
ground would react, not the W, " problems, would need to look
s/c would depend on phase of should "safe. at data trendin
g mission. C&DH does the actual &
switching. Might need to
retransmit any upload in
progress.
Would likely foll
. oud fikely foflow common 1) Would show loss of lock,
1) Receiver would show loss of iresponse to CLT timeout - soft
. unexpected AGC voltage
§ lock and AGC would report no ireset of radio, power cycle to
1) No signal . S N 2) Could show lock, but bad
X signal radio, side switch of RF, then . X Ground - loss of
2) corrupted signal . . 3 L If ground is unable to uplink to frame counter would
N 2) Could be reporting lock and isideswitch of avionics. X - y signal/lock
3) reduced signal ) . . . . Should be able to fix problem :s/c, a stale ephemeris could increment or command
. ! valid AGC, but still have 1) switch sides of radio, check ! i !
Inputs. RF Signal from ground 4) incorrect data rate or 3 on ground. No effect to lead to UV. CLT should timeout 3 Active Yes counter would not increment . ? N/A
corrupted data switch assembly, no data from | © : § ) . CLT not tickled
corrupted data L . mission prior to this happening and s/c 3) Varying AGC levels, lower
. ) 3 3) Possible intermittent lock, iground. S/c unaffected " "
(misconfiguration of ground . should "safe. than expected AGC level,
> loss of lock, or increased errors 2, 3) bad frame counts would N
station) . . increased error count.
4) Would see a loss of lock or  go up. Similar to failure to Co
N 4) Ground would notice failure
reduced signal strength detect commands. .
o . . to acquire
4) Similar to failure to acquire
S/c wouldn't receive
S/c could re-issue
. correct configuration or . " Ground - loss of
Could be reporting lock and - If ground is unable to uplink to §
) . possibly check the mode of the . . . signal/lock
o valid AGC, but still have . Assuming you receive all s/c, a stale ephemeris could
Configuration commands from s/c. Would likely follow . L N .
corrupted data. Would see a critical commands, mission  ilead to UV. CLT should timeout: 3 Active  iYes Reported status telemetry ) ? N/A
C&DH ) common response to CLT . . . CLT not tickled
loss of lock or reduced signal . ) should be unaffected. prior to this happening and s/c
timeout - soft reset of radio, W, "
strength O should "safe.
power cycle to radio, side
switch of RF, then sideswitch of
avionics.
™-1.14 X-Band Tx
Next ground contact would see
no response from s/c. Would
likely follow common response
T der A Id Heartbeat fi FR;
T™M-1.1.4.a Locks up/resets 1) SEU ransponder UWD:‘J come to CLT timeout - soft reset of  iNo effect. N/A 4 Active Yes Ground would see issue cartbeat from Fiy N/A N/A
back on in the "off" state. . " FR rest type
radio, power cycle to radio,
side switch of RF, then
sideswitch of avionics.
Overcurrent might cause FR to
be shut down by s/c
Undercurrent could heat up S/C might not be able to detect
TM-1.1.4.b Hard failure 1) Component failure Transponder A doesn't work.  :TWTA which might cause No effect. N/A 2R Active Yes failure, but ground would see :Heartbeat from FR N/A N/A
damage to radio. (critical loss of comm
temperature point, needs a
thermostat)
s/C ldn't noti
1) Radiation effects Radio wouldn't notice an /rot‘;;,:r: Ground wil detect Tim for reducecd
T™-1.14.c Reduced performance vooP : No effect. N/A 4 None  iYes Ground would see issue performance None None

2) Component degradation

problem.

and will switch sides of the
Radio

defined by RF team
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Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

Quick Look
FMEA ID Name Function Failure Mode / Limit / System Side Switch; Processor Switch Safe Mode Remediation Revisit
Constraint
Locks up/resets (probably ~1 sec (next
T™M-1.1.3.a wouldn't happen at the card Local Power cycle FR Autonomy N/A telemetry status None None None None None
level) packet from radio)
Power cycle FR; when rule fire "1 sec (next
TM-1.1.3.b Hard failure Local P 3 Autonomy N/A telemetry status None None None None None
count met, the RF side switch? y
packet from radio)
Ground contingency to
Power cycle FR, RF side switch? Depending on how reacquire SC
Possible system side switch? CLT implemented el to radio o issu fi .
TML13.¢ Failure to acquire Local/System Autonomy 2nd CLT might be  {Autonomy ? ? Need to talk through all the Maybe? ye e power 1o raclo orlssue firmiare reset of
. P s reconfiguration cmd.
Could use 2 CLTs, first to power used for system combinations within RF system
cycle side switch that ground should try when
attempting to reacquire
Ground contingency to
Power cycle FR, RF side switch? Depending on how reacquire SC
Possible system side switch? CLT implemented
T™M-1.13.d Failure to detect commands  iLocal/System Autonomy 2nd CLT mightbe  iAutonomy ? ? Need to talk through all the Maybe? Power cycle, firmware reset, reconfigure
Could use 2 CLTs, first to power used for system combinations within RF system
cycle side switch that ground should try when
attempting to reacquire
Ground contingency to
Power cycle FR, RF side switch? Depending on how reacquire SC
Possible system side switch? CLT implemented Power cycle, reoptimize ground station links
T™M-1.13.e Reduced performance Local/System Autonomy 2nd CLT might be  {Autonomy ? ? Need to talk through all the Maybe? (pick stations with most margin), operate with
Could use 2 CLTs, first to power used for system combinations within RF system shorter passes (reduce elevation angle range)
cycle side switch that ground should try when
attempting to reacquire
Power cycle FR, RF side switch? Ground contingency to
Possible system side switch? Depending on how reacquire SC
CLT implemented
Inputs. RF Signal from ground Local/System Could use 2 CLTs, first to power Autonomy / Ground 2nd CLT might be  iAutonomy ? ? Need to talk through all the Ground would fix their problem
cycle used for system combinations within RF system
side switch that ground should try when
Ground may be able to fix attempting to reacquire
Power cycle FR, RF side switch? Ground contingency to
Possible system side switch? Depending on how reacquire SC
Configuration commands from ) Lt imp‘ememed .
oo Local/System Could use 2 CLTs, first to power :Autonomy / Ground 2nd CLT mightbe  iAutonomy ? ? Need to talk through all the Issue correct configuration commands
cycle used for system combinations within RF system
side switch that ground should try when
Ground may be able to fix attempting to reacquire
T™M-1.1.4 X-Band Tx
T™M-1.1.4.a Locks up/resets Local Power cycle FR; Wh,en ru\g fire Autonomy N/A None None None None None
count met, the RF side switch?
TM-1.1.4.b Hard failure Local Power cycle FR; when rule fire 1)\ o N/A owLT None None None None None
count met, the RF side switch?
Ground to monitor Power cycle, firmware reset, switch sides,
TM-1.1.4.c Reduced performance None/Local? RF side switch Ground None None None None performance; contingency for ! ! "

RF side switch

reconfigure
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Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

Effect Detection Method
FMEA ID Name Function Failure Mode / Limit / Possible Causes Phase Local Next Higher Mission Umbra Violation Severity Type of Observable How Observed? Tim for Diagnosis Tim Path for Time to Detect Time to Detect
Constraint FM Diagnosis (Local) (System)
Could be reporting lock and
valid AGC, but still have Ground would see problem
. : . ; TIm for reducecd
Configuration commands from corrupted data (wrong MOD  :iwith data or would see no lock ;Will need to reschedule
Inputs ) ) N/A 4 None Yes Reported status telemetry performance None None
C&DH index, data rate, mode, etc.). iand would take steps to re- interrupted data download. .
" defined by RF team
Would see a loss of lock or acquire lock.
reduced signal strength
TM-1.1.5 Ka-Band Tx
Next ground contact would see
no response from s/c. Would
likely follow common response
TM-1.1.5.a Locks up/resets 1) SEU Transpo|‘1der A,,woffld come to CLT timeout - soft reset of ~ iNo effect. N/A 4 Active Yes Ground would see issue Heartbeat from FR; N/A N/A
back on in the "off" state. - y FR reset type
radio, power cycle to radio,
side switch of RF, then
sideswitch of avionics.
Overcurrent might cause FR to
be shut down by s/c
Undercurrent could heat up S/C might not be able to detect
TM-1.1.5.b Hard failure 1) Component failure Transponder A doesn't work.  :TWTA which might cause No effect. N/A 2R Active Yes failure, but ground would see :Heartbeat from FR N/A N/A
damage to radio. (critical loss of comm
temperature point, needs a
thermostat)
S/C wouldn't notice any
- " " . " TIm for reducecd
TM-1.1.5.c Reduced performance 1) Radiation effects Radio wouldn't notice any  {problem. Ground will detect 1 cr. o N/A 4 None  iYes Ground would see issue performance None None
2) Component degradation problem. and will switch sides of the .
| defined by RF team
Radio
Could be reporting lock and
valid AGC, but still have Ground would see problem
. : . ; TIm for reducecd
Configuration commands from corrupted data (wrong MOD  :iwith data or would see no lock ;Will need to reschedule
Inputs ) ) N/A 4 None Yes Reported status telemetry performance None None
C&DH index, data rate, mode, etc.). iand would take steps to re- interrupted data download. .
" defined by RF team
Would see a loss of lock or acquire lock.
reduced signal strength
™12 FRB
T™M-1.2.1 Power Converter
T™-1.22 Spacecraft Interfaces
(except power)
T™M-1.2.2.1 Spacewire
T™M-1.2.2.2 UART
TM-1.2.2.3 Clock
T™M-1.2.2.4
T™M-1.2.2.4 MET Synch
T™M-1.2.3 X-Band Rx
T™M-1.2.4 X-Band Tx
TM-1.2.5 Ka-Band Tx
™-2 TWTA
T™M-2.1 X TWTA A/EPC
Current and voltage would be
out-of-spec, ground would lose
downlink.
If anode voltage too low,
would signal EPC failure -
Downlink lost. PDU would response would be tocycle 1 C node voltage
T™M-2.1.a No RF output 1) hard failure in TWTA Fails TWTA and EPC switch the TWTA and FR to sideNo effect. N/A 2R Active Yes power to EPC How to catch TWTA ? ? ?
B. No other effect. If anode voltage looks fine, but on/off?
RF output power drops - )
response would be MOps
contingency procedure
If TWTA turns off and on
repeatedly, might need an
avionics side switch.
1) High helix current . 1) High voltage monitored b
Fault reported in TWTA tim z; ngercurrent f monitored parameters (lze 5: s Y EPC aliveness;
T™-2.1.b A " Might cycle power affected, PDU would switch to iNo effect. N/A 4 Active  iyes ) ; ? ? ?
lines / No RF output 3) High temperature . 2) Only ground would notice  iTWTA current
o 8 string. No other effect. A .
4) Failure in EPC variation in received power
TWTA doesn't come on when
to.
would initially mimic those of
"No RF output," specifically:
If anode voltage too low,
Downlink lost. PDU would would signal EPC failure -
Inputs 128V TWTA doesn't work switch the TWTA and FR to side(No effect. N/A 4 Active  iYes S::::: ‘::c” ldbetocycle i \raalveness 12 2 None
B. No other effect. If anode voltage looks fine, but
RF output power drops -
response would be MOps
contingency procedure
If TWTA turns off and on
repeatedly, might need an
avionics side switch.
No RF output (but EPC comes  iDownlink lost. PDU would y
RF input from radio on and TWTA is receiving switch the TWTA and FR to RFiNo effect. N/A 4 Active  iyes Ground wouldn't see output.  {TWTA/EPCc health 1, ? ?
N The CLT might expire. tim?
power) side B. No other effect.
T™-2.2 X TWTA B/EPC
T™M-2.3 Ka TWTA A/EPC
Current and voltage would be
out-of-spec, ground would lose
downlink.
If anode voltage too low,
would signal EPC failure -
Downlink lost. S/C would response would be to cycle
™-23. No RF output 1) hard failure in TWTA Fails TWTA and EPC switch the TWTA and FR to RF iNo effect. N/A 2R Active  iYes power to EPC TWTA power state iPDU to 2 ?
i y and current CDH/Autonomy
side B. No other effect. If anode voltage looks fine, but
RF output power drops -
response would be MOps
contingency procedure
If TWTA turns off and on
repeatedly, might need an
avionics side switch.
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Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

Quick Look
FMEA ID Name Function Failure Mode / Limit / System Side Switch; Processor Switch Safe Mode Remediation Revisit
Constraint
Ground to monitor
Inputs Configuration commands from None/Local? RF slfie sw.ltch or re-issue correct: Ground None None None None perf ‘ormanvce, (ontmgenc.y for ssue correct configuration commands
C&DH configuration RF side switch and/or re-issue
correct configuration
TM-1.15 Ka-Band Tx
T™M-1.1.5.a Locks up/resets Local Power cycle FR Autonomy N/A None None None None None
P ; i
TM-115.6 Hard failure Local ower cycle FR; when rule fire 1) oy N/A owLT
count met, the RF side switch?
Ground to monitor
TM-LL5.c Reduced performance None/Local? RF Slfie sw.ltch or re-issue correct: Ground None None None None pert ‘Drmanvce, contmgenc.y for Power cycle, firmware reset, switch sides,
configuration RF side switch and/or re-issue reconfigure
correct configuration
Ground to monitor
Inputs Configuration commands from None/Local? RF slfie sw.ltch or re-issue correct: Ground None None None None perf ‘ormanvce, (ontmgenc.y for ssue correct configuration commands
C&DH configuration RF side switch and/or re-issue
correct configuration
™-1.2 FRB.
T™-1.2.1 Power Converter
T™-122 Spacecraft Interfaces
(except power)
T™M-1.2.2.1 Spacewire
T™M-1.2.2.2 UART
T™M-1.2.2.3 Clock
T™-12.2.4
T™-12.2.4 MET Synch
T™M-1.2.3 X-Band Rx
™12 X-Band Tx
TM-1.2.5 Ka-Band Tx
™2 TWTA
™-2.1 X TWTA A/EPC
? Depends on how
Possibl i
™-2.1a No RF output Local/System Power cycle EPC Autonomy 2 often those values jPossible system sidet, o ? ? ?
are sampled. switch?
Probably 1Hz tick.
?
) Power cycle EPC, TWTA ? Depends on how Ground to monitor
Fault reported in TWTA tim often those values .
T™-2.1b A Local Autonomy ? None None None None performance; contingency for
lines / No RF output . . N are sampled. . N
Possible RF side switch . RF side switch
Probably 1Hz tick.
Inputs +28V Local RF side switch Autonomy ? ? None None None None ?
RF input from radio Locacl RF side switch Autonomy ? ? None None None None ?
™-2.2 X TWTA B/EPC
™-2.3 Ka TWTA A/EPC
? Depends on how Ka TWTA can switch radios independently of RF
T™-2.3. No RF output Local RF side switch Autonomy > often those values None None None None SC reacquire contingency - no side. Ground could also switch antenna

are sampled.
Probably 1Hz tick.

downlink

plarization. S/C would not do any of this

autonomously.
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Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

Effect Detection Method
FMEA ID Name Function Failure Mode / Limit / Possible Causes Phase Local Next Higher Mission Umbra Violation Severity Type of Observable How Observed? Tim for Diagnosis Tim Path for Time to Detect Time to Detect
Constraint FM Diagnosis (Local) (System)
Fault reported in TWTA tim 3 g:/g;:j:’;::’"e"‘ TWTA would continue working §If monitored parameters (1})1:5: voltage monitored by oUto
T™M-2.3.b . P . but would output incorrect affected, S/C would switch to B iNo effect. N/A 4 Active Yes . PDU TWTA current ? ?
lines / No RF output 3) High temperature ) 2) Only ground would notice CDH/Autonomy
o voltage string. No other effect. A .
4) Failure in EPC variation in received power
TWTA doesn't come on when
to.
would initially mimic those of
"No RF output," specifically:
If anode voltage too low,
Inputs +28v TWTA doesn't work switch the TWTA and FR to RF 4 Active  ives P v PDU TWTA current » ?
. power to EPC CDH/Autonomy
side B. No other effect. "
If anode voltage looks fine, but
RF output power drops -
response would be MOps
contingency procedure
If TWTA turns off and on
repeatedly, might need an
avionics side switch.
None
Downlink lost. S/C would
Ground wouldn't tput.  {No RF output
RF input from radio No RF output switch the FR to RF side B. No 4 Active  iYes rouncwanicn ' see oufput. (Mo B outputon iy ? ?
The CLT might expire. ground
other effect.
CLT expiration
T™-2.4 Ka TWTA B/EPC
T™-3 Low Noise Amplifier
T™M-3.1 LNAA
Command loss timer limit None
violation will cause
S/C would see absence of
t ?) switch to RF sid No RF output
T™M-3.1.a No output 1) component failure No uplink signal to radio (au MorT‘y ) Sw_' cnto 5'_ © No effect. N/A 2R Active Yes from ground. CLT o RFoutput on ? ? ?
8 and adjust switches to point ot tickled ground
to the other antenna. No other :
effect. CLT expiration
S) Id onl tice if
/c wou . onyno ICE. I. S/c would only notice if
degradation was sufficient to - -
. . degradation was sufficient to
cause errors in uplink e
. cause errors in uplink
datastream. Not noticable :
with sufficient link margin datastream. Not noticable
T™-3.1.b Incorrect output 1) Degraded performance Degraded link performance for {o_ 0. input power would not :No effect. N/A ) None with s,“f,f'c'e"‘ fink margin one - degraded 1 None None
(gain, noise figure) that uplink. Radio's input power would not :performance
match the expected value
. match the expected value
(probably noticed on ground, !
(probably noticed on ground,
not on board s/c). (Ground
N not on board s/c). Ground
command to) S/c would switch "
. would perform any switches.
to side B.
Command loss timer limit None
violation will cause
S/C would see absence of
t ?) switch to RF sid No RF output
Inputs. Secondary voltage from Radio No uplink signal to radio (au MorT‘y ) Sw_l cnto 5'_ © No effect. N/A 4 Active Yes from ground. CLT o RFoutput on ? ? ?
8 and adjust switches to point ot tickled ground
to the other antenna. No other :
effect. CLT expiration
None
Command timer limit violation
s/C Id b: f No RF output
RF input from filter No uplink signal to radio will cause (autonomy?) switch iNo effect. N/A 4 Active  iYes /Cwould see absence o o i outputon ? ?
N from ground. ground
to side B. No other effect.
CLT expiration
T™M-3.2 LNAB
™A Hybrid
™41 Ka-Band HYB-2
No RF or degraded RF signal.
Ground womd n.ot\ce fackor Ground detects data errors,
. . . . . degradation of signal and Eventually overwhelm SSRs due: )
. 1) Mechanical failure in device No output to expected device o N incorrect power, or loses. None - degraded
T™M-4.1.a No output / incorrect output 2) Failure at waveguide flange from Hybrid command RF to switch sides  ito only having fanbeam N/A 2 None downlink. Autonomy would erformance None None None
€ © vorid. and/or switch Ka-band TWTAs, idownlink. § v P
X not react.
but degraded signal would
remain even after switch.
G d Id detect dat:
round wou'd cetect ¢a'a Ground detects data errors,
errors, incorrect transmit incorrect power, or loses None - degraded
Inputs RF output from FRs No effect on hybrid. power, or lost downlinkand  iNo effect. N/A 4 None ect power, 8 None None None
N downlink. Autonomy would performance
'would command RF to switch
N not react.
sides.
T™-5 Filter
Filter A (component
T™-5.1 may be removed from
design)
S/C would see absence of
Command timer limit violation o f::"l': igs'z”"d' AT None
TM-5.1.a No output 1) component failure No uplink signal to radio will cause (autonomy?) switch :No effect. N/A 2R Active Yes . assive ? ? ?
to side B. No other effect. p . CLT expiration
so ground might assume failure
is in the LNA.
S/c would only notice if
S/c would only notice if degradation was sufficient to
degradation was sufficient to cause errors in uplink
cause errors in uplink datastream. Not noticable
datastream. Not noticable with sufficient link margin.
" with sufficient link margin. Radio's input power would not
None -
T™M5.1b Degraded output 1) component failure Degraded link performance for {o_ ;0. inout power would not iNo effect. N/A 4 None match the expected value one - degraded 1 None None
that uplink. . performance
match the expected value (probably noticed on ground,
(probably noticed on ground, not on board s/c). Ground
not on board s/c). (Ground would perform any switches.
command to) S/c would switch This is a completely passive
to side B. component, so ground might
assume failure is in the LNA.
S/C would see absence of
Command timer limit violation o f::"l': igs'z”"d' AT None
Inputs Uplink signal from diplexer No uplink signal to radio will cause (autonomy?) switch :No effect. N/A 4 Active Yes ) assive ? ? ?
to RF side B. No other effect. p . CLT expiration
so ground might assume failure
is in the LNA.
TM-5.2 Filter B
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Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

Quick Look
FMEA ID Name Function Failure Mode / Limit / System Side Switch | Processor Switch Safe Mode Remediation Revisit
Constraint
? Depends on how . Ka TWTA can switch radios independently of RF
. Ground to monitor : .
Fault reported in TWTA tim . N often those values . side. Ground could also switch antenna
T™-2.3b A Local RF side switch Autonomy ? None None None None performance; contingency for - "
lines / No RF output are sampled. . N plarization. S/C would not do any of this
" RF side switch
Probably 1Hz tick. autonomously.
Inputs 128V Local RF side switch Autonomy 2 None None None None SC reacquire contingency - no X
downlink
SC i it -
RF input from radio Local RF side switch Autonomy ? ? None None None None do\;/ia\ic::”e contingency=noe X
T™M-2.4 Ka TWTA B/EPC
T™-3 Low Noise Amplifier
™-3.1 LNA A
If s/c is positioned appropriately, the other FR
SC i 1 - Id be in vi f Earth and still i
T™M-3.1.a No output Local RF side switch Autonomy ? ~1sec None None None None rea.cqulre contingency =no courd be in view o a. an S I “.“e.weA
downlink Would give a positive indication of
failure - carrier lock on wrong radio.
Ground to monitor
T™M-3.1.b Incorrect output Local / Ground RF side switch Ground ? ? None None None None performance; contingency for
RF side switch
Inputs. Secondary voltage from Radio iLocal RF side switch Autonomy ? ? None None None None Ground to reacquire SC
RF input from filter Local RF side switch Autonomy ? ? None None None None Ground to reacquire SC
T™-3.2 LNAB
T™-4 Hybrid
™41 Ka-Band HYB-2
Ground to monitor
T™-4.1.a No output / incorrect output  iLocal / Ground RF side switch Ground 2 ? None None None None performance; contingency for
RF side switch
Ground to monitor
Inputs RF output from FRs Local / Ground RF side switch Ground ? ? None None None None performance; contingency for
RF side switch
T™M-5 Filter
Filter A (component
T™-5.1 may be removed from
design)
If s/c is positioned appropriately, the other FR
. " . could be in view of Earth and still receive
T™-5.1.a No output Local RF side switch Autonomy ? ? None None None None Ground to reacquire SC ° S
commands. Would give a positive indication of
failure - carrier lock on wrong radio.
Ground to monitor
T™M-5.1.b Degraded output Local / Ground RF side switch Ground ? ? None None None None performance; contingency for
RF side switch
Inputs Uplink signal from diplexer iLocal RF side switch Autonomy ? ? None None None None Ground to reacquire SC
TM-5.2 Filter B
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Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

Effect Detection Method
FMEA ID Name Function Failure Mode / Limit / Possible Causes Phase Local Next Higher Mission Umbra Violation Severity Type of Observable How Observed? Tim for Diagnosis Tim Path for Time to Detect Time to Detect
Constraint FM Diagnosis (Local) (System)
T™-6 Diplexer
TM-6.1 DPA
L f uplink Id look ik
With severe enough 0ss of upiink would fook fike
© ! degraded LNA (s/c would see
degradation, (uplink -
: an absence of commands from
Loss of uplink or downlink autonomy CLT timeout, round, CLT wouldn't be None
T™-6.1a No output (uplink or downlink) {1) component failure o downlink - ground would No effect. N/A xR Active  iYes o b ? ? ?
g notice and send command) S/C ) . CLT expiration
. . Loss of downlink would cause a
would switch to RF side B. No . "
reduction in receive power on
other effect.
ground.
S/C would not be able to
isolate problem to diplexer. If
S/c or ground would detect uplink path failed, s/c would
T™M-6.1b Degrafied output (uplink or 1) component failure Degrafiatlo.n of uplink or issue .(Grol{nd sent corvrmand No effect. N/A s None see Iosf of uplink. If downlink one - degraded None None None
downlink) downlink signal to switch sides) and switch to path failed, ground would see iperformance
RF side B loss of downlink. Notice
through trending. No
autonomous reaction.
S/C would not be able to
isolate problem to diplexer. If
S/c or ground would detect uplink path failed, s/c would
Inputs Uplink signal from switch Loss of bot.h uplink and issue .(Grol{nd sent corvrmand No effect. N/A s None see Iosf of uplink. If downlink one - degraded None None None
assembly downlink signal to switch sides) and switch to path failed, ground would see iperformance
RF side B loss of downlink. Notice
through trending. No
autonomous reaction.
S/C would not be able to
$/c or ground would detect |so|.ate proble.rn to diplexer. If
) uplink path failed, s/c would
Downlink signal in from X-band fssue {Ground sent command see loss of uplink. If downlink iNone - degraded
& Loss of downlink signal to switch sides) and switch to No effect. N/A 4 None  Of uplink. 8 None None None
TWTAs . N L path failed, ground would see iperformance
RF side B (could still uplink, if ) "
necessary) loss of downlink. Notice
i through trending. No
autonomous reaction.
TM-6.2 DPB
™-7 RF Switch
™-7.1 SW1
Tell-tales
. e Could still access all antennas Would not be able to
. . . . " Switch stuck in single o . .
T™-7.1.a Switch stuck in a single position:Component failure NN by switching FRs or TWTAs. No iNo effect. N/A 2R None Yes communicate through Switch Telltales  i? 2 None
configuration e
effect on S/C. path if switch
didn't flip.
T™-7.1b Telltales fail Component failure No sensing on switch. infer position based on No effect. N/A 4 None  ives u8h a pathway ? ? None
. configuration that the tell-tale ipower status
received power. o
status says the s/c is not in.
FR A can no longer transmit or
. . - . . s of link
T™M-7.1.c Swnchvnot in any position Rgdundant coils burnt out (two Switch not connected to any receive from any X-band No effect. N/A R None Yes Ground WOL.I|d see loss of X- f)ss of downlin| > None
(electrical fault) failures) antenna band downlink. signal
antenna.
Switch not i iti
T™-7.1.d witeh not in any position not a credible failure Not a credible failure No effect. No effect. N/A 4 None None None None None None
(mechanical fault)
Lost RF coverage to some
portion of s/c (x-band only).
Worst case - lose abilty for Ground would see loss of
inal tions th h t . S, Id I f
nominal operations throug antenna. S/c could seelossof (- o
. y . ) ) § 34M DSN. Lose x-band uplink, CLT time-out would _
RF signal from previous switch, Switch can't send RF signal on  iWorst case could lose an . " . . . CLT countdown in
Inputs - . downlink capability until s/c N/A 4 Active cause autonomy to switch ? ?
diplexer, or antenna to proper device antenna 3 Ground - loss of Autonomy
has moved enough to see sides, but would eventually £ 7 0
another antenna. Could rotate need to go looking for Earth 8
s/c for partial mitigation to with a different antenna.
achieve degraded link
performance.
T™-7.2 SW2
Tell-tales
. . Could still access all antennas Would not be able to
. . . . . Switch stuck in single o . .
T™-7.2.a Switch stuck in a single position Component failure - by switching FRs or TWTAs. No iNo effect. N/A 2R None Yes communicate through Switch Telltales  |? ? None
configuration P
effect on S/C. path if switch
didn't flip.
™-7.2b Telltales fail Component failure No sensing on switch. infer position based on No effect. N/A 4 None  ives ueh a pathway ? ? None
. configuration that the tell-tale ipower status
received power. o
status says the s/c is not in.
FR B can no longer transmit or
. . - . . s of link
T™M-7.2.c Swnchvnot in any position Refiundant coils burnt out (two Switch not connected to any receive from any X-band No effect. N/A R None Yes Ground WOL.I|d see loss of X- f)ss of downlin| > None
(electrical fault) failures) antenna band downlink. signal
antenna.
Switch not i iti
T™-7.2.d witeh not in any position not a credible failure Not a credible failure No effect. No effect. N/A 4 None None None None None
(mechanical fault)
Lost RF coverage to some
portion of s/c (x-band only).
Worst case - lose abilty for Ground would see loss of
inal tions th h t . S, Id I f
nominal operations throug antenna. S/c could seelossof (-
. y . ) ) § 34M DSN. Lose x-band uplink, CLT time-out would _
RF signal from previous switch, Switch can't send RF signal on  iWorst case could lose an . " . . . CLT countdown in
Inputs - . downlink capability until s/c N/A 4 Active cause autonomy to switch ? ?
diplexer, or antenna to proper device antenna 3 Ground - loss of Autonomy
has moved enough to see sides, but would eventually antenna coverage
another antenna. Could rotate need to go looking for Earth 8
s/c for partial mitigation to with a different antenna.
achieve degraded link
performance.
T™-7.3 SW3
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Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

Quick Look
FMEA ID Name Function Failure Mode / Limit / System Side Switch | Processor Switch Safe Mode Remediation Revisit
Constraint
TM-6, Diplexer,
T™-6.1 DPA
T™M-6.1.a No output (uplink or downlink) iLocal RF side switch Autonomy ? ? None None None None Ground to reacquire SC
Degraded output (uplink or Ground to monitor
T™M-6.1.b grac put {up Local / Ground RF side switch Ground 2 ? None None None None performance; contingency for
downlink) . "
RF side switch
Uplink signal from switch Ground to monitor
Inputs plink sig Local / Ground RF side switch Ground 2 ? None None None None performance; contingency for
assembly . "
RF side switch
P . Ground to monitor
?\:/‘:lemk signalin from Xeband, 0 ound RF side switch Ground 2 ? None None None None performance; contingency for
RF side switch
T™M-6.2 DP B
™-7 RF Switch
™-7.1 SW1
Need to talk through all the
T™-7.12 Switch stuck in a single positionLocal / Ground None Ground None None None None None None combinations within RF system
that ground should try when
attempting to reacquire
Need to talk through all the
T™M-7.1b Telltales fail Local / Ground None Ground None None None None None None combinations within RF system
that ground should try when
attempting to reacquire
Need to talk through all the
combinations within RF system
T™-7.1.c Switch not in any position Local / Ground None Ground None None None None None None that ground should try when
(electrical fault) attempting to reacquire; this
fault would result in RF side
switch?
Switch not il iti
T™-7.1.d e m? in any position None None None None None None None None None None
(mechanical fault)
CLT 2 i d
RF signal from previous switch, CLT expires and performs RF side: Expires an
Inputs N Local . Autonomy ? ? performs system  iAutonomy ? ? ?
diplexer, or antenna switch . N
side switch
™-7.2 SW2
Need to talk through all the
™-7.2.2 Switch stuck in a single positioniLocal / Ground None Ground None None None None None None combinations within RF system
that ground should try when
attempting to reacquire
Need to talk through all the
T™-7.2.b Telltales fail Local / Ground None Ground None None None None None None combinations within RF system
that ground should try when
attempting to reacquire
Need to talk through all the
combinations within RF system
T™-7.2.c Switch not in any position Local / Ground None Ground None None None None None None that ground should try when
(electrical fault) attempting to reacquire; this
fault would result in RF side
switch?
Switch not in any position
T™-7.2.d N None None None None None None None None None None
(mechanical fault)
CLT 2 i d
RF signal from previous switch, CLT expires and performs RF side: Expires an
Inputs N Local N Autonomy ? ? performs system  iAutonomy ? ? ?
diplexer, or antenna switch . N
side switch
™-7.3 SW3
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Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

Effect Detection Method
FMEA ID Name Function Failure Mode / Limit / Possible Causes Phase Local Next Higher Mission Umbra Violation Severity Type of Observable How Observed? Tim for Diagnosis Tim Path for Time to Detect Time to Detect
Constraint FM Diagnosis (Local) (System)
Tell-tales
. . Could still access all antennas Would not be able to
. . . . . Switch stuck in single o . .
T™-7.3.a Switch stuck in a single position Component failure - by switching FRs or TWTAs. No iNo effect. N/A 2R None Yes communicate through Switch Telltales  i? ? None
configuration P
effect on S/C. path if switch
didn't flip.
No fec. Ground wil need o oty i Teltles and
i
T™-7.3b Telltales fail Component failure No sensing on switch. infer position based on No effect. N/A 4 None  ives ugh a pathway ? ? None
. configuration that the tell-tale ipower status
received power. o
status says the s/c is not in.
i i iti i i i - L f downlink
T™M7.3.¢ Swnchvnot in any position Rgdundant coils burnt out (two Switch not connected toany  iS/c c.an no longer transmit or No effect. N/A R None Yes Ground WOL.I|d see loss of X- f)ss of do > None
(electrical fault) failures) antenna receive from any LGA. band downlink. signal
Switch not in any position
T™-7.3.d y v P not a credible failure Not a credible failure No effect. No effect. N/A 4 None None None None None
(mechanical fault)
Lost RF coverage to some
portion of s/c (x-band only).
Worst case - lose abilty for Ground would see loss of
nominal operations through antenna. S/c could see loss of
i ¢ ) /. CLT countdown
. y . ) ) § 34M DSN. Lose x-band uplink, CLT time-out would _
RF signal from previous switch, Switch can't send RF signal on  iWorst case could lose an . " . . . CLT countdown in
Inputs - . downlink capability until s/c N/A 4 Active cause autonomy to switch ? ?
diplexer, or antenna to proper device antenna 3 Ground - loss of Autonomy
has moved enough to see sides, but would eventually
) antenna coverage
another antenna. Could rotate need to go looking for Earth
s/c for partial mitigation to with a different antenna.
achieve degraded link
performance.
™-7.4 Sw4
Tell-tales
. e Could still access all antennas Would not be able to
. . . . . Switch stuck in single o . .
T™-7.4.a Switch stuck in a single position:Component failure NN by switching FRs or TWTAs. No iNo effect. N/A 2R None Yes communicate through Switch Telltales  {? 2 None
configuration e
effect on S/C. path if switch
didn't flip.
i
T™-7.4b Telltales fail Component failure No sensing on switch. infer position based on No effect. N/A 4 None  ives u8h a pathway ? ? None
. configuration that the tell-tale ipower status
received power. o
status says the s/c is not in.
S/c can no longer transmit or
Switch not in any position Redundant coils burnt out (two Switch not connected to any / N 8 Ground would see loss of X- Loss of downlink
T™M-7.4.c N ~ receive from any fan beam No effect. N/A 2R None Yes N N ? None
(electrical fault) failures) antenna band downlink. signal
antenna.
Switch not in any position
T™-7.4.d y v P not a credible failure Not a credible failure No effect. No effect. N/A 4 None None None None None
(mechanical fault)
Lost RF coverage to some
portion of s/c (x-band only).
Worst case - lose abilty for Ground would see loss of
nominal operations through antenna. S/c could see loss of
° ¢ ) /. CLT countdown
. y . ) ) § 34M DSN. Lose x-band uplink, CLT time-out would _
RF signal from previous switch, Switch can't send RF signal on  iWorst case could lose an . " . . . CLT countdown in
Inputs - . downlink capability until s/c N/A 4 Active cause autonomy to switch ? ?
diplexer, or antenna to proper device antenna 3 Ground - loss of Autonomy
has moved enough to see sides, but would eventually
) antenna coverage
another antenna. Could rotate need to go looking for Earth
s/c for partial mitigation to with a different antenna.
achieve degraded link
performance.
T™-8 Flex
T™M-8.1 FWA
Degraded antenna Gournd would see reduced
1) Material defect Degraded wave propagation Yes. (After process of )
T™-8.1a crack ) ) 8 Propag performance. Ground No effect. N/A 4 None s (After p downlink power. Autonomy  iNone None None None
2) Dust strike to/from antenna . . elimination)
command Switch to other side. would not act.
Degraded wave propagation Degraded antenna Yes. (After process of Gournd would see reduced
Inputs RF output from Ka-band TWTAs 8 propag performance. Ground No effect. N/A 4 None °s (After p downlink power. Autonomy  {None None None None
to/from antenna ) . elimination)
command Switch to other side. would not act.
T™M-8.2 FW B
™-9 Antennae
T™M-9.1 HGA
S/C unable to return data in a 2 - if data return is too
timely fashion. Ground would low None
1) Material defect Antenna fails to send/receive . Mission success severel: Yes. (After process of
T™M-9.1.a Mechanical failure ) . - 4 attempt to switch antenna ) v N/A 3-if science None . _( N P No more comm to/from HGA. ) None None None
2) Dust strike communications. P impacted by data rate loss. N . elimination) Loss of comm with
polarization, but would not requirements can still HGA
correct problem. be met
2~ if data return is too
None
" Run at lower data rates. . low
Poor perfomance (either less . Mission success severely - Yes. (After process of Ground would see lower power
T™-9.1.b Degraded performance ; Ground would switch antenna . N/A 3-if science None o ; _ iNone None None
power or corrupted signal) - impacted by data rate loss. N . elimination) or corrupted signal Loss of comm with
polarization. requirements can still fon
be met
T™M-9.2 LGA1
No problem as long as s/c can
orient itself such that working
antenna is pointing to Earth.
May not be possible at all None
. . 1) Material defect Antenna fails to send/receive  ipoints in mission. Only used  iMission success impacted by Yes. (After process of
™9.2.a Mechanical failure ) ! o 4 poin v P Yo in/A 3 None 5. (After p No more comm to/from LGA. ~iNone None None
2) Dust strike communications. during TCMs, may lose comm iloss of LGA elimination) Loss of comm with
due to s/c pointing LGA
requirements for TCM. Ground
would command s/c to switch
antennae.
™93 LGA2
™-9.4 FB1
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FMEA ID

Name

Function

Failure Mode / Limit /
Constraint

T™-7.3.a

Switch stuck in a single position

Local / Ground

None

Ground

None

None

None

None

Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

None

None

Need to talk through all the
combinations within RF system
that ground should try when
attempting to reacquire

Quick Look

System Side Switch

Processor Switch

Safe Mode

Remediation

Revisit

T™M-7.3.b

Telltales fail

Local / Ground

None

Ground

None

None

None

None

None

None

Need to talk through all the
combinations within RF system
that ground should try when
attempting to reacquire

T™M-7.3.c

Switch not in any position
(electrical fault)

Local / Ground

None

Ground

None

None

None

None

None

None

Need to talk through all the
combinations within RF system
that ground should try when
attempting to reacquire; this
fault would result in RF side
switch?

T™-7.3.d

Switch not in any position
(mechanical fault)

None

None

None

None

None

None

None

None

None

None

Inputs

RF signal from previous switch,
diplexer, or antenna

Local

CLT expires and performs RF side:
switch

Autonomy

CLT 2 expires and
performs system
side switch

Autonomy

T™M-7.4

Sw4

T™-7.4.a

Switch stuck in a single position

Local / Ground

None

Ground

None

None

None

None

None

None

Need to talk through all the
combinations within RF system
that ground should try when
attempting to reacquire

T™M-7.4.b

Telltales fail

Local / Ground

None

Ground

None

None

None

None

None

None

Need to talk through all the
combinations within RF system
that ground should try when
attempting to reacquire

T™M-7.4.c

Switch not in any position
(electrical fault)

Local / Ground

None

Ground

None

None

None

None

None

None

Need to talk through all the
combinations within RF system
that ground should try when
attempting to reacquire; this
fault would result in RF side
switch?

T™-7.4.d

Switch not in any position
(mechanical fault)

None

None

None

None

None

None

None

None

None

None

Inputs

RF signal from previous switch,
diplexer, or antenna

Local

CLT expires and performs RF side!
switch

Autonomy

CLT 2 expires and
performs system
side switch

Autonomy

™-8

Flex

™-8.1

FWA

T™-8.1.a

Crack

Local / Groound

Contingency Procedure

Ground

None

None

None

None

Need to talk through all the
combinations within RF system
that ground should try when
attempting to reacquire; this
fault would result in RF side
switch?

Inputs

RF output from Ka-band TWTAs

Local / Groound

Contingency Procedure

Ground

None

None

None

None

Need to talk through all the
combinations within RF system
that ground should try when
attempting to reacquire; this
fault would result in RF side
switch?

FW B

Antennae

HGA

T™M-9.1.a

Mechanical failure

Local / Ground

Contingency Procedure

Ground

None

None

None

None

Need to talk through all the
combinations within RF system
that ground should try when
attempting to reacquire

T™M-9.1.b

Degraded performance

Local / Ground

Contingency Procedure

Ground

None

None

None

None

Need to talk through all the
combinations within RF system
that ground should try when
attempting to reacquire

T™-9.2

LGA 1

T™-9.2.a

Mechanical failure

Local / Ground

Contingency Procedure

Ground

None

None

None

None

Need to talk through all the
combinations within RF system
that ground should try when
attempting to reacquire

T™-9.3

LGA 2

T™M-9.4

FB1
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Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

Effect Detection Method
FMEA ID Name Function Failure Mode / Limit / Possible Causes Phase Local Next Higher Mission Umbra Violation Severity Type of Observable How Observed? Tim for Diagnosis Tim Path for Time to Detect Time to Detect
Constraint FM Diagnosis (Local) (System)
No problem as long as s/c can
orient itself such that working
antenna is pointing to Earth.
et )
T™-9.4.a Mechanical failure b Mate”a_l defect Antenna .fa‘ls_ tosend/receive | i te aroundZ to gettoan Mission success impacted by N/A 3 None VPTS' .'Aft?r process of No more comm to/from FB. . iNone None None
2) Dust strike communications. . N loss of FB elimination) Loss of comm with
LGA, during periods of Ka-band o
contact, would have reduced
uplink capability through LGA.
Ground would command s/c to
switch antennae.
T™M-9.5 FB2
T™M-10 RFDU
" " : . . Could probably still use that
st o ks LTSS st o o ? ?
Pping papiity switch to side B
Loss of soft-start circuitry f
TM-10.b 055 Of sort-start circultry for TWT no longer available Switch to B side 2R
TWTs
: N No effect. Ground will need to Communications would work
Tell tale signal from switch . N ) . through a pathway
Inputs No sensing on switch. infer position based on No effect. N/A 4 Yes y N
assembly . configuration that the tell-tale
received power. o
status says the s/c is not in.
Downlink lost. PDU would Current and voltage would be
DC power to TWTs Fails TWTA switch the TWTA and FR to sideiNo effect. N/A 4 Yes out-of-spec, ground would lose
B. No other effect. downlink.
Tell-tales
Control lines from avionics to Switch stuck in single Could still access all antennas Would not be able to
' ch stuc 8 by switching FRs or TWTAs. No {No effect. N/A 4 Yes communicate through
switch assembly configuration P
effect on S/C. path if switch
didn't flip.
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Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

Quick Look
FMEA ID Name Function Failure Mode / Limit / System Side Switch | Processor Switch Safe Mode Remediation Revisit
Constraint
Need to talk through all the
T™-9.4. Mechanical failure Local / Ground Contingency Procedure Ground ? None None None None combinations within RF system
that ground should try when
attempting to reacquire
T™M-9.5 FB2
™™-10 RFDU
T™-10.a Loss of single diode/resistorin | RF side switch X
cross-strapping section
T™-10.6 Loss of soft-start circuitry for Local RE side switch M
TWTs
Inputs Tell tale signal from switch Local RF side switch
assembly
? Depends on how
DC power to TWTs Local RF side switch often those values
are sampled.
Probably 1Hz tick.
Control lines from avionics to Local RF side switch

switch assembly
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Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

Subject Matter Tim Cole Notes: Yellow highlighted blocks are redund:
Expert(s): Weilun Cheng C are listed for | but failure mode and FMEA
information is only displayed in the first copy of the component.
Effect D h
N . . . . " .. L N Type of . . . . Time to
FMEA ID Name Function Failure Mode / Limit / Constraint Possible Causes Phase Local Next Higher Mission Umbra Violation Severity ™ Observable How Observed? Tim for Diagnosis Tlm Path for Diagnosis Detect (Local)
ME-1 Gimbals
ME-1.1 Solar Array
ME-1.1.1 Solar Array #1
ME-1.1.1.1 Flap Actuator
1) if SA needs to move out,
1) bad/bound generates insufficient power  i1) eventually drain battery, Potentiometer telemetry ;
bearing/mechanical failure 2) if SA needs to move in, may be able to slew s/c to If in encounter, and SAs stuck . Potentiometer telemetry. Turniredundant ECU telemetr
ME-1.1.1.1.a Fails to actuate when commanded 8/ . E,C Solar array stuck in position ) y. . / . 2 Active Yes v v ECU to REM ?
2) stepper motor failure generates too much power, retain partial power for a time :out too far on redundant ECU for 3rd vote.
3) loose/separated connector potential overheating of wing :2) lose mission Battery state of charge
(cells burned)
1) if SA needs to move out, .
. ) . - Potentiometer telemetry ;
1) incorrect potentiometer generates insufficient power redundant ECU telemetr
reading (different than required). 1) eventually drain battery, Power level, step count, v
2) residual torque (should have 2) if SA needs to move in, may be able to slew s/c to If in encounter, and SAs stuck . otentiometer telemetry).
ME-1.1.1.1.b Incorrect actuation when commanded ) . q_ ( E,C Solar array in incorrect position ) y. . / . 2 Active Yes p V) Battery state of charge ECU to REM ?
sufficient margin) generates too much power retain partial power for a time :out too far Turn on redundant ECU for 3rd
3) Motor coil or winding is (different than expected), 2) lose mission vote.
. . . How do we detect power
open potential overheating of wing
level?
(cells burned)
1) if SA needs to move out, .
. - Potentiometer telemetry ;
generates insufficient power
R X . redundant ECU telemetry
. (different than required) 1) eventually drain battery,
Holding torque exceeded 2) if SA needs to move in may be able to slew s/c to If in encounter, and SAs stuck
ME-1.1.1.1.c Actuates when not commanded (need to have sufficient E,C Solar array in incorrect position ’ y. . . ! 2 Active Yes Power level Battery state of charge ECU to REM ?
margin) generates too much power retain partial power for a time :out too far
8 (different than expected), 2) lose mission
. . . How do we detect power
potential overheating of wing
level?
(cells burned)
1) Frangibolt fails to release
completely (electrically
redundant, so more concerned
with a mechanical fault) T - . Potentiometer telemetry ;
2) Separation interfaces fail to Lost mission (insufficient Potentiometer telemetry, redundant ECU telemetn
ME-1.1.1.1.d Launch locks fail to release P X Solar arrays are stuck stowed iNo/limited power to s/c power/heat generated at 1 AU iN/A 2 Active Yes battery fails to charge. Turnon v ECU to REM ?
release completely (mechanical .
. with only one solar array) redundant ECU for 3rd vote.
clearance issues/unexpected Battery state of charge
interferences) (probably
adding a push-off spring to
ensure deployment)
1) Temperature exceeds ~65C
and frangibolt releases
2) inadvertent command (no
. power to safety bus until after . . With sufficient losses in Solar
Launch lock premature release (two tie Array will not deploy, but will iMay damage cells and/or )
ME-1.1.1.1.e P ( s/c separation from 3rd stage) il " v N ploy. y- 8 / Arrays and cooling system, N/A 2 None No N/A None None N/A
downs) . chatter cooling system o
3) Incorrect notch on frangibolt would lose mission
(controlled by 100% inspection
of notch by vendor, will add a
double-check to notch in I&T)
1) if SA needs to move out,
generates insufficient power
(different than required).
Switch to redundant ECU.
2) if SA needs to move in,
Solar array in incorrect position generates too much power Power level, step count, Potentiometer telemetry ;
ECU commands ("commands" really are y_ P (different than expected), ECU switch should correct If in encounter, and SAs stuck . (potentiometer telemetry). redundant ECU telemetry
Inputs or not moving at expected rate 4 Active Yes ECU to REM ?

pulses of power to the motor)

(too fast or twoo slow)

potential overheating of wing
(cells burned). Switch to
redundant ECU.

3) wrong rate generates
varying effects, depending on
direction of motion and
whether wing is safing or not.

problem.

out too far

Turn on redundant ECU for 3rd
vote.

Battery state of charge
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Subject Matter Tim Cole

Notes: Yellow hi

dund.

d blocks are r

Expert(s): Weilun Cheng Components are listed for completeness, but failure mode and FMEA
information is only displayed in the first copy of the component.
Time to
FMEA ID Name Function Failure Mode / Limit / Constraint Detect
(System)
ME-1 Gimbals
ME-1.1 Solar Array
ME-1.1.1 Solar Array #1
ME-1.1.1.1 Flap Actuator
ME-1.1.1.1.a Fails to actuate when commanded ?
ME-1.1.1.1.b Incorrect actuation when commanded ?
ME-1.1.1.1.c Actuates when not commanded ?
ME-1.1.1.1.d Launch locks fail to release ?
ME-1.11.1e Launch lock premature release (two tie N/A
downs)
ECU commands ("commands" really are
Inputs

pulses of power to the motor)

Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)
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Subject Matter Tim Cole

Notes: Yellow hi

dund.

d blocks are r

Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

Expert(s): Weilun Cheng Components are listed for completeness, but failure mode and FMEA
information is only displayed in the first copy of the component.
Quick Look
Allocation of System Side Processor Safe Mode
R . . . . Allocation of Time to fix Time to Desired System Time to fix Time to Ground Response N N L .
FMEA ID Name Function Failure Mode / Limit / Constraint Response Level i Desired Local Response . . ¥: System . . . P / Switch Switch Remediation/ notes Autonomy? Comments Revisit
Local Response locally Transmit Signal Response R system Transmit Signal Contingency
ME-1 Gimbals
ME-1.1 Solar Array
ME-1.1.1 Solar Array #1
ME-1.1.1.1 Flap Actuator
Power other ECU to
compare
If potentiometer and step P X
. potentiometer
count are mismatched, turn If problem readings. If During encounter: if ti|
on redundant ECU for 3rd :'sists umbra necessgar. switch currest sensors d«;.tectp Discuss with FSW
ME-1.1.1.1.a Fails to actuate when commanded Local vote; If third vote is correct {Autonomy ? ? p. 7 Autonomy ? ? None v, about making on
. violation or ECUs. current, autonomously R
power off primary ECU L ECU "active
) . LBSOC bring in solar arrays
otherwise system side
. re-command, slew,
switch???
coolant system
change
Power other ECU to
compare
potentiometer
If potentiometer and step readings. If
count are mismatched, turn £ problem necessary, switch During encounter: if i
on redundant ECU for 3rd :'sists umbra ECUs. curreft sensors d«;.tectp
ME-1.1.1.1.b Incorrect actuation when commanded Local vote; If third vote is correct iAutonomy ? ? p. - Autonomy ? ? None
. violation or current, autonomously
power off primary ECU re-command, slew, L
. . LBSOC bring in solar arrays
otherwise system side coolant system
switch??? change, go back to
"home position"
then re-
count/recalibrate
Power other ECU to
compare
potentiometer
If potentiometer and step readings. If
count are mismatched, turn £ problem necessary, switch During encounter: if ti
on redundant ECU for 3rd :'sists umbra ECUs. curreft sensors d«;.tectp This is designed to
ME-1.1.1.1.c Actuates when not commanded Local vote; If third vote is correct ;Autonomy ? ? p. - Autonomy ? ? None g-
. violation or current, autonomously be non-credible
power off primary ECU re-command, slew, L
. . LBSOC bring in solar arrays
otherwise system side coolant system
switch??? change, go back to
"home position"
then re-
count/recalibrate
If potentiometer and ste|
P . P Could be
count are mismatched, turn slew to Sun, L
If problem . mitigated by
on redundant ECU for 3rd ersists, umbra oversized motor can desian if push
ME-1.1.1.1.d Launch locks fail to release Local vote; If third vote is correct :Autonomy ? ? p. - Autonomy ? ? None bust through, .g P
ower off primary ECU vielation or recommand springs were
power oft primary & LBsoc _ added - Weilun to
otherwise system side frangibolt .
. consider
switch???
Launch lock premature release (two tie
ME-1.1.1.1.e P ( None N/A N/A N/A None N/A N/A N/A N/A
downs)
. Switch ECUs
If potentiometer and step
count are mismatched, turn . .
If problem re-command, slew, :During encounter: if tip
" " on redundant ECU for 3rd X
ECU commands ("commands" really are K . persists, umbra coolant system current sensors detect
Inputs Local vote; If third vote is correct iAutonomy ? ? o Autonomy ? ? None
pulses of power to the motor) . violation or change, go back to  icurrent, autonomously
power off primary ECU N e L
) . LBSOC home position bring in solar arrays
otherwise system side
. then re-
switch??? .
count/recalibrate
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Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

Effect D hod
. . L . . n Frecel A : Type of q q q q Time to
FMEA ID Name Function Failure Mode / Limit / Constraint Possible Causes Phase Local Next Higher Mission Umbra Violation Severity ™ Observable How Observed? Tim for Diagnosis Tlm Path for Diagnosis Detect (Local)
Nearby heaters may be able to .
. . L Power level, step count, Potentiometer telemetry ;
Increases required torque alleviate the issue (which is (potentiometer telemetry) redundant ECU telemetn
Harness too cold . .q q Solar array unable to move. localized to the flexible portion :N/A 3 Active Yes P V) v ECU to REM ?
(above ability of motor) . Turn on redundant ECU for 3rd
of the harness connecting to
vote. Battery state of charge
the actuator).
ME-1.1.1.2 Feather Actuator
1) eventually drain battery,
1) generates insufficient power imay be able to slew s/c to
1) bad/bound L p y. . / . . . Potentiometer telemetry ;
. . . 2) generates too much power iretain partial power for a time; i3) excessive feathering .
" bearing/mechanical failure . - . X . . . . Potentiometer telemetry. Turniredundant ECU telemetry
ME-1.1.1.2.a Fails to actuate when commanded . Solar array stuck in position 3) feathering makes it cooling system might get too  iprevents array from retracting 2 Active Yes ECU to REM ?
2) stepper motor failure X . . on redundant ECU for 3rd vote.
impossible for array to retract icold sufficiently for encounter
3) loose/separated connector - . Battery state of charge
sufficiently for encounter 2) overheat cooling system
3) lose mission
. . 1) eventually drain battery, Potentiometer telemetry ;
1) incorrect potentiometer . -
. 1) generates insufficient power imay be able to slew s/c to redundant ECU telemetry
reading . . . . . Power level, step count,
. 2) generates too much power iretain partial power for a time; i3) excessive feathering .
. 2) residual torque (should have o . . X . R . . (potentiometer telemetry).
ME-1.1.1.2.b Incorrect actuation when commanded L . C Solar array in incorrect position:3) feathering makes it cooling system might get too  iprevents array from retracting 2 Active Yes Battery state of charge ECU to REM ?
sufficient margin) X . . Turn on redundant ECU for 3rd
X Lo impossible for array to retract icold sufficiently for encounter
3) Motor coil or winding is - . vote.
open sufficiently for encounter 2) overheat cooling system How do we detect power
P 3) lose mission level?
1) eventually drain battery, Potentiometer telemetry ;
1) generates insufficient power imay be able to slew s/c to redundant ECU telemetry
Holding torque exceeded 2) generates too much power iretain partial power for a time; i3) excessive feathering
ME-1.1.1.2.c Actuates when not commanded (need to have sufficient C Solar array in incorrect position:3) feathering makes it cooling system might get too  iprevents array from retracting 2 Active Yes Power level Battery state of charge ECU to REM ?
margin) impossible for array to retract icold sufficiently for encounter
sufficiently for encounter 2) overheat cooling system How do we detect power
3) lose mission level?
1) if SA needs to move out,
generates insufficient power
(different than required) 1) eventually drain battery, Power level, step count, Potentiometer telemetry ;
ECU commands ("commands" really are 2) if SA needs to move in, may be able to slew s/c to If in encounter, and SAs stuck . otentiometer telemetry). redundant ECU telemetn
Inputs ( v Solar array in incorrect position ) y. . / . 2 Active Yes p v) v ECU to REM ?
pulses of power to the motor) generates too much power retain partial power for a time :out too far Turn on redundant ECU for 3rd
(different than expected), 2) lose mission vote. Battery state of charge
potential overheating of wing
(cells burned)
Nearby heaters may be able to .
. . L Power level, step count, Potentiometer telemetry ;
Increases required torque alleviate the issue (which is (potentiometer telemetry) redundant ECU telemetn
Harness too cold - q q Solar array unable to feather. :ilocalized to the flexible portion :N/A 3 Active Yes P V) v ECU to REM ?
(above ability of motor) . Turn on redundant ECU for 3rd
of the harness connecting to
vote. Battery state of charge
the actuator).
ME-1.1.2 Solar Array #2
ME-1.2 HGA
ME-1.2.1 HGA Gimbal
Autonomy could power up the
1) bad/bound . . 2 - if data return is too Y P P
. . . Would have difficulty meeting other ECU to check redundant
Fails to actuate when commanded bearing/mechanical failure In some cases, may be able to minimum mission science If stuck at large enough angle, low Potentiometer telemetry, ste otentiometer telemetn
ME-1.2.1.a ) i 2) Exceeded life limit of bearing! HGA stuck in position slew spacecraft to point HGA . could be an umbra violation 3 -if science Active Yes v, step P ) . R v ECU to REM ?
(mechanical failure) . return requirements. Worst ) . . count against primary potentiometer
3) stepper motor failure to Earth. . (~90-102deg is safe) requirements can still
case, loss of science. telemetry and motor step
4) loose/separated connector be met
count (3rd vote)
2 - if data return is too
Would have difficulty meeting .
Fails to actuate when commanded Short in redundant windings In some cases, may be able to minimum mission science If stuck at large enough angle, low Potentiometer telemetry, ste Potentiometer telemetry ;
ME-1.2.1.b . R . . s HGA stuck in position slew spacecraft to point HGA . could be an umbra violation 3 - if science Active Yes v, step redundant ECU telemetry ECU to REM ?
(electrical failure) within actuator (two failures) return requirements. Worst K . . count
to Earth. . (~90-102deg is safe) requirements can still
case, loss of science.
be met
1) incorrect potentiometer Turn on back-up ECU to verify .
readin otentiometer readings. Potentiometer telemetry, ste Potentiometer telemetry ;
ME-1.2.1.c Incorrect actuation when commanded 8 HGA is in wrong position P Bs: None N/A 4 Active Yes v step redundant ECU telemetry ECU to REM ?

2) residual torque (should have
sufficient margin)

Switch to redundant ECU. Re-
command to proper position.

count
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Time to
FMEA ID Name Function Failure Mode / Limit / Constraint Detect
(System)
Harness too cold ?
ME-1.1.1.2 Feather Actuator
ME-1.1.1.2.a Fails to actuate when commanded ?
ME-1.1.1.2.b Incorrect actuation when commanded ?
ME-1.1.1.2.c Actuates when not commanded ?
ECU commands ("commands" really are
Inputs ?
pulses of power to the motor)
Harness too cold ?
ME-1.1.2 Solar Array #2
ME-1.2 HGA
ME-1.2.1 HGA Gimbal
ME-1.2.1. Fails to a'ctuate_ when commanded »
(mechanical failure)
ME-1.2.1b Fails to. actuete when commanded »
(electrical failure)
ME-1.2.1.c Incorrect actuation when commanded ?

Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)
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Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

Quick Look
Allocation of System Side Processor Safe Mode
R . . . . Allocation of Time to fix Time to Desired System Time to fix Time to Ground Response N N L .
FMEA ID Name Function Failure Mode / Limit / Constraint Response Level i Desired Local Response . . ¥: System . . . P / Switch Switch Remediation/ notes Autonomy? Comments Revisit
Local Response locally Transmit Signal Response R system Transmit Signal Contingency
If potentiometer and step
count are mismatched, turn £ problem
on redundant ECU for 3rd :'sists umbra
Harness too cold Local vote; If third vote is correct ;Autonomy ? \F/)iolatior; or Autonomy ? None
power off primary ECU
. . LBSOC
otherwise system side
switch???
ME-1.1.1.2 Feather Actuator
If potentiometer and step
count are mismatched, turn £ problem During encounter: if tip
on redundant ECU for 3rd :'sists umbra re-command, slew, icurrent sensors detect
ME-1.1.1.2.a Fails to actuate when commanded Local vote; If third vote is correct :Autonomy ? \F/)iolatior; or Autonomy ? None coolant system current, autonomously
power off primary ECU LBSOC change bring in solar arrays; go to
otherwise system side "safe" feathering position
switch???
If potentiometer and step
. re-command, slew,
count are mismatched, turn . .
If problem coolant system During encounter: if tip
on redundant ECU for 3rd ersists, umbra change, go backto icurrent sensors detect
ME-1.1.1.2.b Incorrect actuation when commanded Local vote; If third vote is correct {Autonomy ? p. L Autonomy ? None N 8¢, 8 e
. violation or home position current, autonomously
power off primary ECU L
) . LBSOC then re- bring in solar arrays
otherwise system side count/recalibrate
switch???
If potentiometer and step
. re-command, slew,
count are mismatched, turn . .
If problem coolant system During encounter: if tip
on redundant ECU for 3rd ersists, umbra change, go backto icurrent sensors detect
ME-1.1.1.2.c Actuates when not commanded Local vote; If third vote is correct {Autonomy ? p. - Autonomy ? None N 8¢, 8 e
. violation or home position current, autonomously
power off primary ECU L
) . LBSOC then re- bring in solar arrays
otherwise system side count/recalibrate
switch???
If potentiometer and step
. re-command, slew,
count are mismatched, turn . .
If problem coolant system During encounter: if tip
" " on redundant ECU for 3rd .
ECU commands ("commands" really are K . persists, umbra change, go back to  icurrent sensors detect
Inputs Local vote; If third vote is correct {Autonomy ? o Autonomy ? None N e
pulses of power to the motor) . violation or home position current, autonomously
power off primary ECU L
) . LBSOC then re- bring in solar arrays
otherwise system side count/recalibrate
switch???
If potentiometer and step
count are mismatched, turn £ problem
on redundant ECU for 3rd :'sists umbra
Harness too cold Local vote; If third vote is correct {Autonomy ? \F/)iolatior; or Autonomy ? None
power off primary ECU
. . LBSOC
otherwise system side
switch???
ME-1.1.2 Solar Array #2
ME-1.2 HGA
ME-1.2.1 HGA Gimbal
If potentiometer and step
count are mismatched, turn
" on redundant ECU for 3rd -
Fails to actuate when commanded K . - command to a "safe
ME-1.2.1.a ) ! Local vote; If third vote is correct :Autonomy ? umbra violation {Autonomy ? None re-command, slew L
(mechanical failure) . position
power off primary ECU
otherwise system side
switch???
If potentiometer and step
count are mismatched, turn
" on redundant ECU for 3rd Each motor winding
Fails to actuate when commanded K . - "
ME-1.2.1.b (electrical failure) Local vote; If third vote is correct ;Autonomy ? umbra violation ;Autonomy ? None goes to a different
power off primary ECU ECU.
otherwise system side
switch???
If potentiometer and step
count are mismatched, turn
on redundant ECU for 3rd -
. K B i command to a "safe
ME-1.2.1.c Incorrect actuation when commanded Local vote; If third vote is correct :Autonomy ? umbra violation iAutonomy ? None re-command, slew osition
power off primary ECU P
otherwise system side
switch???
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Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

Effect D h
N . . . . " .. . N Type of . . . . Time to
FMEA ID Name Function Failure Mode / Limit / Constraint Possible Causes Phase Local Next Higher Mission Umbra Violation Severity ™ Observable How Observed? Tim for Diagnosis Tlm Path for Diagnosis Detect (Local)
Ground would review long-
term trending to see what Long-term trending of
Turn on back-up ECU to verify ) 8 . g 8 - '
HGA consistently moves to otentiometer readings corrections need to be made in commanded vs. actual position i Potentiometer telemetry ;
ME-1.2.1.d Mechanical bias of actuator . . v P ) 8- commanded position to N/A 4 Active Yes (verified by potentiometers redundant ECU telemetry ECU to REM ?
incorrect position Switch to redundant ECU. Re- . .
™ compensate for bias. Possible connected to both ECUs and
command to proper position. L ,
decrease in gain, but should be the motor's step count).
no long-term mission effects.
. If this occurs during encounter .
Holding torque exceeded Re-command to proper and if stuck at large enough Potentiometer telemetry, ste Potentiometer telemetry ;
ME-1.2.1.e Moves when not commanded (need to have sufficient HGA is in wrong position . prop None 8 8 4 Active Yes v step redundant ECU telemetry ECU to REM ?
margin) position angle, could be an umbra count
8 violation (~90-102deg is safe)
1) Frangibolt pyro fails to
ME-1.2.1.f Launch locks fail to release aituateg Py C Failure to blow first pyro Command second pyro to blow | No effect. N/A 4 Yes 7
1) Frangibolt fails to release
completely (mechanical failure
of frangibolt) Difficulty in meeting mission
ME-1.2.1.8 Launch locks fail to release 2) Separation interfaces fail to iC HGA stuck stowed Could slew s/c to use HGA. science data return Would exceed "safe" angle 2 Yes Potentiometer telemetry
release completely (mechanical requirements.
clearance issues/unexpected
interferences)
1) Temperature exceeds ~65C . . Potential loss of science if dish
) Dish may vibrate more than - . L .
and frangibolt releases . Reduced ability to return damaged, eventual loss of When bearing dies, if stuck in
ME-1.2.1.h Launch locks premature release ) L expected (causing damage), R . . " - N " " 2 No
2) inadvertent command . science data. science with premature failure :position outside of "safe’
. gimbal may degrade .
3) Incorrect notch on frangibolt of gimbal
L - . Potentiometer telemetry, step
Inputs ECU commands (pulsed power) HGA is in wrong position Switch to redundant ECU No effect. N/A 4 Yes count
2 per actuator, each connected
ME-1.3 Potentiometers to a single ECU. Telemetry
decribes actual motor position.
" Can utilize step count for .
Open up (expected temporarily due to Powered potentiometer stops | confirmation of motion. or Potentiometer telemetry ;
ME-1.3.a signal drop-out and reconnected after . P p ’ No effect. N/A 4 Active Yes Lose potentiometer telemetry iredundant ECU telemetry ECU to REM ?
sending telemetry temporarily. :power redundant ECU to check
movement complete) .
redundant potentiometer.
Powered potentiometer stops iSwitch to redundant Potentiometer telemetry ;
ME-1.3.b Open up (permanent) sending telemetry ECU/potentiometer. Still have No effect. N/A 4 Active Yes Lose potentiometer telemetry iredundant ECU telemetry ECU to REM ?
permanently. 2nd vote from step count.
Still have step count from
motor (this is a relative motion .
Crack in substrate causes loss of both measurement, not actual Loss of confidence in position Potentiometer telemetry ;
ME-1.3.c . Both potentiometers fail. . ! P N/A 4 Active Yes Lose potentiometer telemetry iredundant ECU telemetry ECU to REM ?
potentiometers position, and only counts of actuator.
commands actually received by
motor).
Compare against step count, if
they don't match, then power
Powered potentiometer the redundant ECU to check Potentiometer telemetry, ste| Potentiometer telemetry ;
ME-1.3.d Wrong value P against redundant No effect. N/A 4 Active Yes v step redundant ECU telemetry ECU to REM ?

indicates incorrect value.

potentiometer - 2 of 3 voting.
May need to switch ECUs to
avoid faulty potentiometer.

count
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Time to
FMEA ID Name Function Failure Mode / Limit / Constraint Detect
(System)
ME-1.2.1.d Mechanical bias of actuator
ME-1.2.1.e Moves when not commanded
ME-1.2.1.f Launch locks fail to release
ME-1.2.1.g Launch locks fail to release
ME-1.2.1.h Launch locks premature release
Inputs ECU commands (pulsed power)
2 per actuator, each connected
ME-1.3 Potentiometers to a single ECU. Telemetry
decribes actual motor position.
Open up (expected temporarily due to
ME-1.3.a signal drop-out and reconnected after
movement complete)
ME-1.3.b Open up (permanent)
ME-1.3.c Crack |r\ substrate causes loss of both
potentiometers
ME-1.3.d Wrong value

Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)
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FMEA ID

Name

Function

Failure Mode / Limit / Constraint

ME-1.2.1.d

Mechanical bias of actuator

Local

If potentiometer and step
count are mismatched, turn
on redundant ECU for 3rd
vote; If third vote is correct
power off primary ECU
otherwise system side
switch???

Autonomy

umbra violation ;Autonomy ?

Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

None

Quick Look

System Side
Switch

Processor
Switch

Safe Mode

Remediation/ notes

Autonomy?

Comments

Revisit

ME-1.2.1.e

Moves when not commanded

Local

Recommand?

If potentiometer and step
count are mismatched, turn
on redundant ECU for 3rd
vote; If third vote is correct
power off primary ECU
otherwise system side
switch???

Autonomy

umbra violation iAutonomy ?

None

re-command, slew

command to a "safe"
position

ME-1.2.1.f

Launch locks fail to release

slew to Sun,
oversized motor can
bust through,
recommand
frangibolt

Are redundant
pyro commands
sent as part of
deployment?

ME-1.2.1.¢

Launch locks fail to release

ME-1.2.1.h

Launch locks premature release

If HGA and fan
beams are
permanently off-
pointed (boresight
no longer aligns),
would be able to
compensate with
more DSN time.

Inputs

ECU commands (pulsed power)

re-command, slew

command to a "safe"
position

ME-1.3

Potentiometers

2 per actuator, each connected
to a single ECU. Telemetry
decribes actual motor position.

ME-1.3.a

Open up (expected temporarily due to
signal drop-out and reconnected after
movement complete)

Local

If potentiometer and step
count are mismatched, turn
on redundant ECU for 3rd
vote; If third vote is correct
power off primary ECU
otherwise system side
switch???

Autonomy

None

ME-1.3.b

Open up (permanent)

Local

If potentiometer and step
count are mismatched, turn
on redundant ECU for 3rd
vote; If third vote is correct
power off primary ECU
otherwise system side
switch???

Autonomy

None

ME-1.3.c

Crack in substrate causes loss of both
potentiometers

Local

If potentiometer and step
count are mismatched, turn
on redundant ECU for 3rd
vote; If third vote is correct
power off primary ECU
otherwise system side
switch???

Not sure what to do when
redundant pot also shows
mistmatch?

Autonomy

None

ME-1.3.d

Wrong value

Local

If potentiometer and step
count are mismatched, turn
on redundant ECU for 3rd
vote; If third vote is correct
power off primary ECU
otherwise system side
switch???

Autonomy

None
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Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

Effect D
N . . . . " .. . N Type of . . . . Time to
FMEA ID Name Function Failure Mode / Limit / Constraint Possible Causes Phase Local Next Higher Mission Umbra Violation Severity M Observable How Observed? Tim for Diagnosis Tlm Path for Diagnosis Detect (Local)
Still have step count from
motor (this is a relative motion .
measurement, not actual Loss of confidence in position Potentiometer telemetry ;
ME-1.3.e Life-limiting # of cycles Both potentiometers fail. . ! P N/A 4 Active Yes Lose potentiometer telemetry iredundant ECU telemetry ECU to REM ?
position, and only counts of actuator.
commands actually received by
motor).
ME-2 Instruments
ME-2.1 FIELDS
ME-2.1.1 Magnetometer Boom
Degradation of science (loss of
1) Launch lock doesn't release Magnetic field measurements, iDegraded science, but loss of iN/A (not with boom still MAG would see s/c noise and
ME-2.1.1.a Doesn't deploy (detail to come) 2) Hinge jams/locks MAG boom is stowed loss of redundant MAG sensor is not enough to  istowed, loss of individual joint 3 Yes no change in MAG levels
3) Damper freezes measurements for Electric be a loss of science. could cause violation) (expected as boom deploys)
Field and Plasma Waves)
1) launch lock released depending on orientation of  ipotential damage to s/c, loss of 2 - if enough critical
prematurely fold, could hit s/c, shroud, sensors, etc.; unless failure components/ .
. . ) . . When instruments powered,
ME2.11b Deploys prematurely (detail to come) 2) Inadvertent command Boom would deplo damage an instrument, might icorrects itself with release of No instruments are Yes might see damage caused b
o ploys p v (safety-inhibited load - safety ploy block thruster or instrument  ishroud. Loss of MAG sensor is damaged regmature de Ig ment v
bus relay can't be uninhibited FOV; could affect flight path or inot enough to be a loss of 3 - if only loss of MAG P ploy
by SW) thermal environment science. sensor
One or more hinges jams or . .
If outside umbra, will outgas,
focks melt, bring thermal load into
- s GNC might be able to tell from
One potential design has one Boom would only partiall s/c. Paticulate matter, thermal mass properties, torque from
ME-2.1.1.c Partial deployment P 8 . VP v Loss of MAG boom load, outgassing, etc., are Yes 2 prop v tord .
launch lock, one potential deploy . . . solar pressure, etc. Science
. potentially mission-ending.
design has two launch locks. team may see thermal effects.
L L Loss of the MAG sensor does
Revisit after decision has been .
not equal loss of science.
made.
If entire command fails, ground
can re-send. A-side PDU
Command sent by both sides. drivers may have failured, so
Inputs Electrical fault No single electrical failure v ! None N/A 2

should prevent deployment.

an avionics (PDU) side switch
could allow command to be re-
sent.
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Time to
FMEA ID Name Function Failure Mode / Limit / Constraint Detect

(System)

ME-1.3.e Life-limiting # of cycles

ME-2 Instruments

ME-2.1 FIELDS

ME-2.1.1 Magnetometer Boom

ME-2.1.1.a Doesn't deploy (detail to come)

ME-2.1.1.b Deploys prematurely (detail to come)

ME-2.1.1.c Partial deployment

Inputs Electrical fault

Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)
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Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

Quick Look
System Side Processor Safe Mode
FMEA ID Name Function Failure Mode / Limit / Constraint Switch Switch Remediation/ notes Autonomy? Comments Revisit
If potentiometer and step
count are mismatched, turn
on redundant ECU for 3rd
vote; If third vote is correct
power off primary ECU
otherwise system side
switch???
ME-1.3.e Life-limiting # of cycles Local Autonomy ? ? ? ? None
Not sure what to do when
redundant pot also shows
mistmatch?
Would not help in this case,
but detection/response
would look the same
ME-2 Instruments
ME-2.1 FIELDS
ME-2.1.1 Magnetometer Boom
ME-2.1.1.a Doesn't deploy (detail to come) re-command, slew X
ME-2.1.1.b Deploys prematurely (detail to come) X
ME-2.1.1.c Partial deployment
Inputs Electrical fault
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Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

Subject Stewart Bushman (Propulsion) Notes: Yellow blocks are
Matter Robin Vaughan (Effects to S/C and/or G&C) components. Components are listed for completeness,
Expert(s): but failure mode and FMEA information is only displayed
Effect D: ion Method
FMEA ID Name Function Failure Mode / Limit / Constraint Possible Causes Phase Local Next Higher Mission Umbra Violation Severity Type of FM Observable How Observed? Tim for Diagnosis : Tim Path for Time to Time to Detect
Diagnosis Detect (System)
(Local)
PR-1 Service Valves
PR-1.1 Service Valve 1 (SV1) (Pressurant)
Mission-ending with
. Over time will decrease complete loss of Depends on . Pressure decrease, wheels might :Check presssure
External leak (three seals would have to fail . . . ) Passive - design N
PR-1.1.a for this to occur) 1) Physical damage Leaking helium system pressure, may torque :pressurant or if amount of torque 2 with 3 seals Yes see an unexpected torque (long- ifrom P3 against N/A N/A
s/c (depends on size of leak) ienough torque is and timing term trending) previous reading?
applied
PR-1.2 Service Valve 2 (SV2) (Liquid)
Over time will decrease Mission-ending with
R 8 Depends on . . Pressure decrease, wheels might ;Check presssure
External leak (three seals would have to fail N N . amount of fuel, could complete loss of fuel Passive - design N
PR-1.2.a N 1) Physical damage Leaking hydrazine e N . iamount of torque 2 ) Yes see an unexpected torque (long- ifrom P3 against N/A N/A
for this to occur) damage if it impacted the s/c, ior if enough torque is L with 3 seals " . .
. and timing term trending) previous reading?
fuel loss applied
PR-2 Tank
1) Physical damage Unusable propellant N .
No effect until s/c N/A until s/c runs
PR-2.a Internal leak (liquid into gas) (pinhole leak in that can't be pushed :lLess fuel overall / / / 2 None No You'd run out of fuel early No N/A N/A N/A
. runs out of usable fuel {out of usable fuel
diaphragm) out of the tank
Mission-ending with
Over time will decrease complete loss of Depends on Pressure decrease, wheels might ;Check presssure
PR-2.b External leak (pressurant) 1) Physical damage Leaking helium system pressure, may torque ipressurant or if amount of torque 2 None Yes see an unexpected torque (long- ifrom P3 against N/A N/A
s/c (depends on size of leak) ienough torque is and timing term trending) previous reading?
applied
Over time will decrease Mission-ending with
amount of fuel, could complete loss if fuel Depends on Pressure decrease, wheels might Check presssure
PR-2.c External leak (fuel) 1) Physical damage Leaking hydrazine o N P . iamount of torque 2 None Yes see an unexpected torque (long- ifrom P3 against N/A N/A
damage if it impacted the s/c, ior if enough torque is L " . .
. and timing term trending) previous reading?
fuel loss applied
PR-3 Pressure Transducers
PR-3.1 Pressure Transducer A (PTA)
Active - i i PD (|
Inrush current issue braw too much Fuse would blow No effect N/A 4 ctive Yes See high current draw in U current tim
current Autonomy rule telemetry for PTA
PR-3.1.a Invalid output Output invalid Check other transducer No effect N/A 4 None N/A N/A N/A
Turn other transducer on,
" 1) Physical damage Lack of knowledge of when it's necessary (probel)bly ’\,‘0 current dré,]w' if currer\t s . iPDU current tim
PR-3.1.b Hard failure . . at least for every TCM), might iNo effect N/A 4 None Yes fine, but data is bad, might be in N/A N/A N/A
2) Electronics failure tank pressure X - . X K for PTA
require switching avionics harness/sampling electronics
sides (TBD)
External leakage (two seals would have to :;Z'utr"ftn:f"fvcl';fizﬁzse Z)I:I?:{:T:sl:ifvm:l Depends on Pressure decrease, wheels might ; Check presssure
PR-3.1.c . & . 1) Physical damage Leaking hydrazine ] 3 P . iamount of torque 2 None Yes see an unexpected torque (long- ifrom P3 against N/A N/A N/A
leak in order for this to occur) damage if it impacted the s/c, {or if enough torque is L . .
n and timing term trending) previous reading?
fuel loss applied
: PDU current tim
No power to for PTA; PDU
Input Bus voltage P 4 None ’ N/A N/A N/A
transducer power state for
PTA
PR-3.2 Pressure Transducer B (PTB)
PR-4 Filter 1 (F1)
Yes if it happened
1) FODinline Blocked prevents all thruster at the wrong time,
PR-4.a Clogged or blocked 2) Contaminated No fuel to thrusters use P Mission ending but mission is 2 None Yes Thrusters stopped working ? N/A N/A N/A
propellant done at that point
anyway
PR-5 Orifice 1 (01)
Yes if it happened
1)FODIn line Blocked prevents all thruster at the wrong time,
PR-5.a Heavy contamination blockage 2) Contaminated No fuel to thrusters use P Mission ending but mission is 2 None Yes Thrusters stopped working ? N/A N/A N/A
propellant done at that point
anyway
PR-6 Propulsion Diode Box (PDB)
Yes if it happened
Could lose one at the wrong time, Passive
PR-6.a Any failure of any diode or resistor System is 1-fault tolerant No effect but mission is 4 Would this affect manuever?
thruster or LV . redundancy?
done at that point
anyway
PR-7 Latch Valves
PR-7.1 Latch Valve A (LVA)
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Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

Subject Stewart Bushman (Propulsion) Notes: Yellow hi; blocks are
Matter Robin Vaughan (Effects to S/C and/or G&C) components. Components are listed for completeness,
Expert(s): but failure mode and FMEA information is only displayed
Quick Look
FMEA ID Name Function Failure Mode / Limit / Constraint System Side : Processor Switch: Safe Mode : KAF C Revisit
Switch
PR-1 Service Valves
PR-1.1 Service Valve 1 (SV1) (Pressurant)
P3and P4 are
not powered at
the same time,
External leak (three seals would have to fail need to
PR-1.1.a N None None None None None None None None None None Nope
for this to occur) understand how
to determine
pressure
decrease
PR-1.2 Service Valve 2 (SV2) (Liquid)
PR-1.2.a Exterr.\al leak (three seals would have to fail None None None None None None None None None None Nope
for this to occur)
PR-2 Tank
PR-2.a Internal leak (liquid into gas) None None None None None None None None None None Nope
PR-2.b External leak (pressurant) None None None None None None None None None None Nope
PR-2.c External leak (fuel) None None None None None None None None None None Nope
In-rush t
PR-3 Pressure Transducers _n rush curren
issue
PR-3.1 Pressure Transducer A (PTA)
No CB on this
Yes - Ground/Prop will need to assess tim load; probably
Inrush current issue Local Pwr off PTA Autonomy None None None None associated with PTA and determlne want to just
whether they want to power it back on or power off PT and
do a side switch to use PTB not do side
switch
Will need to be contingency procedure for
this? PT's are not powered at same time, if
PR-3.1.a Invalid output None None None None None None None None None PT data is required would need to side
switch; would power cycling/hard reset of
PT be worth trying?
Will need to be contingency procedure for
) this? PT's are not powered at same time, if
PR-3.1.b Hard failure None None None None None None None None None B . . Hard reset X
PT data is required would need to side
switch
External leakage (two seals would have to
PR-3.1.c . ge ( . None None None None None None None None None None Nope
leak in order for this to occur)
Will need ground contingency? Power
Input Bus voltage None None None None None None None None None cycle/hard reset PT; if PT data is required X
would need side switch
PR-3.2 Pressure Transducer B (PTB)
PR-4 Filter 1 (F1)
PR-4.a Clogged or blocked None None None None None None None None None None None
PR-5 Orifice 1 (01)
PR-5.a Heavy contamination blockage None None None None None None None None None None None
PR-6 Propulsion Diode Box (PDB)
PR-6.a Any failure of any diode or resistor None
PR-7 Latch Valves
PR-7.1 Latch Valve A (LVA)
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Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

Effect D ion Method
FMEA ID Name Function Failure Mode / Limit / Constraint Possible Causes Phase Local Next Higher Mission Umbra Violation Severity Type of FM Observable How Observed? Tlm for Diagnosis : Tlm Path for Time to Time to Detect
Diagnosis Detect (System)
(Local)
No effect, propellant
(redundant, in parallel, opened during 1) Particulate, FOD on both si:es SVhen
PR-7.1.a launch countdown or directly after launch, Internal leakage N ! None None N/a 4 None No No N/A N/A N/A N/A
) N y o 2) Physical damage closed, opened
not closed again during nominal mission) .
nominally
Over time will decrease Mission-ending with
External leakage (multiple seals would have amount of fuel, could complete loss if fuel Depends on Passive Pressure decrease, wheels might | Check presssure
PR-7.1.b - s 3 P 1) Physical damage Leaking hydrazine o N P . iamount of torque 2 Yes see an unexpected torque (long- ifrom P3 against N/A N/A N/A
to fail in order for this to happen) damage if it impacted the s/c, ior if enough torque is - redundancy ? " . .
. and timing term trending) previous reading?
fuel loss applied
1) Particulate, FOD szxﬁﬁermf:t N/A; LV
PR-7.1.c Fails open 2) Physical damage None None N/a 4 None No No ! N/A N/A N/A
h closed, opened open/close tim?
3) Damage to coil I
nominally
. 1) PartlFulate, FOD No effect, assun‘-nng passive - N/A; LV
PR-7.1.d Fails closed 2) Physical damage 2nd latch valve is None None N/a 4 No No N/A N/A N/A
h redundancy ? open/close tim?
3) Damage to coil open
1) No voltage
1) PDU LV current
2) Constant "ON" 1) Couldn't cycle 1) None assuming 2nd LV 1) Passive - )
. N 1) None 1)4 Current draw, temperature tim?
Inputs Bus voltage from PDU high side valve works N/a redundancy? Yes ) . N/A N/A
L 2) S/C explodes 2)1 readings 2) PDU high and
and low side (instead 2) LV heats up 2) Propellant heats up 2) None .
low side tim
of pulses)
PR-7.2 Latch Valve B (LVB)
PR-8 Thrusters
PR-8.01 Thruster A1
PR-8.01.1 Catbed Heater-Primary
PDU current tim
. i Active - P h
PR-8.01.1.3 Fails on 1) electrical anomaly No effect Power drain on s/c Prol?ably not mission N/A 4 ctive Yes PDU would sense current/voltageifor catbed on when N/A
upstream ending Autonomy, HW draw thrusters not
active?
Switch to redundant
PDU current tim
. . Active -
PR-8.OLLb Fails off 1) elect.ncal damage heater (both will None None N/A 4 ctive Yes PDU would sense lack of for catbed on when N/A N/A
2) Physical damage probably be on at Autonomy current/voltage draw .
- thrusters active?
perihelion and TCMs)
Reduced heatin
(depends on 8 Cold start has slight Wonky IMU data. Undetectable
PR-8.01.1.c Heater debonds from Catbed 1) Physical damage ma:ufacturer of possibility of damaging None N/A 4 None Yes during encounter, might seein ~ {IMU tim? N/A N/A
thruster) thruster. long-term trending telemetry
None, as long as secondar Passive - PDU catbed
iInput Bus voltage No power to heater g v None N/A 4 W N/A N/A
H works Redundancy current tim
PR-8.01.2 Catbed Heater-Secondary
PR-8.01.2.a Fails on
PR-8.01.2.b Fails off
PR-8.01.2.c Heater debonds from Catbed
PR-8.01.3  :Valve Assembly (NC Solenoid Valves)
1-if causes an
Depends on when in umbra violation
orbit it happens and 2 -if fuelis
i it" ignifi Th fire tim;
) 1) electrical failure Valves wouldn't Thruster would continue to how ql,“d(ly l,t slcaught slgnlflclant.ly t.i(?pleted Passive - Thruster continues to fire after ruster fire t_m'
PR-8.01.3.a Both failed open or both leak N (especially within 0.7 iYes or orbit significantly Maybe maneuver active N/A
2) FOD close fire unless latch valve closed - redundancy commanded to stop
AU). Probably mission changed tim
ending or at least 3 - if mission is
would curtail it. impacted by fuel loss
or orbit change
Potentially mission-
ending (depending on
If s/c could switch to another itiming). Momentum . .
N . . Post-burn attitude isn't as
1) electrical failure set of thrusters, s/c might be idumps would be ok expected, an electrical issue Attitude tim
, itud -
PR-8.01.3.b One or both failed closed 2) FOD Couldn't use thruster iok, depending on speed of with a 2nd set of Yes 2 None Maybe _p
- . " might be detectable through expected vs. actual
3) Physical issue switch-over and momentum ithrusters available, current/voltage sensin
issues are surmountable but TCMs would 8 e
probably need to be
aborted.
Potentially mission-
ending (depending on
If s/c could switch to another itiming). Momentum . .
. Post-burn attitude isn't as
set of thrusters, s/c might be idumps would be ok expected, an electrical issue Attitude tim
, itud -
Input Bus voltage Couldn't use thruster iok, depending on speed of with a 2nd set of Yes 2 None Maybe .p
. " might be detectable through expected vs. actual
switch-over and momentum ithrusters available, current/voltage sensin
issues are surmountable but TCMs would 8 e
probably need to be
aborted.
PR-8.02 Thruster A2
PR-8.02.1 :Catbed Heater-Primary
PR-8.02.2 Catbed Heater-Secondary
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Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

Quick Look
FMEA ID Name Function Failure Mode / Limit / Constraint System Side : Processor Switch: Safe Mode i KAF C di Revisit
Switch
(redundant, in parallel, opened during P
None - Cycle valve? But if this isn't
PR-7.1.a launch countdown or directly after launch, Internal leakage None None None None None None None None None v Cycle valve
) N y o observable how would we know to cycle?
not closed again during nominal mission)
PR-7.1.b Exteljn.al leakage (mulltlple seals would have None None None None None None None None None None Nope
to fail in order for this to happen)
Leaky thruster in
combo with
None - Cycle valve? But if this isn't open/leaky latch
PR-7.1.c Fails open None None None None None None None None None v ! pen/leaky Cycle valve
observable how would we know to cycle? valve would
cause loss of fuel
If both fail
R ? if this isn"
PR-7.1.d Fails closed None None None None None None None None None None - Cycle valve? Butif this isn't closeld, thrusters Cycle valve
observable how would we know to cycle? won't work
Inputs Bus voltage None None None None None None None None None None
PR-7.2 Latch Valve B (LVB)
PR-8 Thrusters
PR-8.01 Thruster A1
PR-8.01.1 Catbed Heater-Primary
Cycle power,
circuit breaker

1) Power off would take

PR-8.01.1.a Fails on Local Catbed heater 1) Autonomy None None None s .there 2 CB for down primary
. 2) HW this load?

2) CB trips heater power
to several
thrusters

If primary catbed

heater off &

PR-8.01.1.b Fails off Local thr.usters active, Autonomy None None None None Cyc!e power to primary catbed heater Cycle power
switch to during next ground contact?

redundant

heater

W/Aerojet
thruster, both
heaters are in a
PR-8.01.1.c Heater debonds from Catbed None None None None None None None None None None single cartridge
and would
debond at the
same time
nput Bus voltage None None None None None None None None None None
PR-8.01.2 Catbed Heater-Secondary
PR-8.01.2.a Fails on
PR-8.01.2.b Fails off
PR-8.01.2.c Heater debonds from Catbed
PR-8.01.3  :Valve Assembly (NC Solenoid Valves)
If thrusters firing
when maneuver Close latch
PR-8.01.3.a Both failed open or both leak Local? . Autonomy None None None None None

not active, close valves

latch valves
Cycl

PR-8.01.3.b One or both failed closed yele power
to valves
Cycle power
Input Bus voltage yele p
to valves
PR-8.02 Thruster A2
PR-8.02.1 :Catbed Heater-Primary
PR-8.02.2 Catbed Heater-Secondary
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Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

Effect D ion Method
FMEA ID Name Function Failure Mode / Limit / Constraint Possible Causes Phase Local Next Higher Mission Umbra Violation Severity Type of FM Observable How Observed? Tlm for Diagnosis : Tlm Path for Time to Time to Detect
Diagnosis Detect (System)
(Local)
PR-8.02.3  :Valve Assembly
PR-8.03 Thruster A3
PR-8.03.1 iCatbed Heater-Primary
PR-8.03.2 Catbed Heater-Secondary
PR-8.03.3  iValve Assembly
PR-8.04 Thruster A4
PR-8.04.1 iCatbed Heater-Primary
PR-8.04.2 Catbed Heater-Secondary
PR-8.04.3  :Valve Assembly
PR-8.05 Thruster B1
PR-8.05.1 :Catbed Heater-Primary
PR-8.05.2 Catbed Heater-Secondary
PR-8.05.3  :Valve Assembly
PR-8.06 Thruster B2
PR-8.06.1 iCatbed Heater-Primary
PR-8.06.2 Catbed Heater-Secondary
PR-8.06.3  iValve Assembly
PR-8.07 Thruster B3
PR-8.07.1 :Catbed Heater-Primary
PR-8.07.2 Catbed Heater-Secondary
PR-8.07.3  :Valve Assembly
PR-8.08 Thruster B4
PR-8.08.1 :Catbed Heater-Primary
PR-8.08.2 Catbed Heater-Secondary
PR-8.08.3  :Valve Assembly
PR-8.09 Thruster C1
PR-8.09.1 iCatbed Heater-Primary
PR-8.09.2 Catbed Heater-Secondary
PR-8.09.3  :Valve Assembly
PR-8.10 Thruster C2
PR-8.10.1 :Catbed Heater-Primary
PR-8.10.2 Catbed Heater-Secondary
PR-8.10.3  :Valve Assembly
PR-8.11 Thruster C3
PR-8.11.1 iCatbed Heater-Primary
PR-8.11.2 Catbed Heater-Secondary
PR-8.11.3  iValve Assembly
PR-8.12 Thruster C4
PR-8.12.1 :Catbed Heater-Primary
PR-8.12.2 Catbed Heater-Secondary
PR-8.12.3  :Valve Assembly
PR-9 Temperature Sensors
PRO.1 Ten-u?erature Sensor (generic - still deciding
locations)
PR-9.1.a Platinum RTDs No output Lack telemetry No effect No effect 4 Yes Lack temp telemetry
PR-9.1.b Incorrect output
iInputs Bus voltage
PR-9.2 Temperature Sensor Ghe
PR-9.2.a No output
PR-9.2.b Incorrect output
PR-9.3 Temperature Sensor N2H2
PR-9.3.a No output
PR-9.3.b Incorrect output
PR-9.4 Temperature Sensor F1
PR-9.4.a No output
PR-9.4.b Incorrect output
PR-9.5 Temperature Sensor LV Manifold
PR-9.5.a No output
PR-9.5.b Incorrect output
PR-9.6 Temperature Sensor Thruster Manifold
PR-9.6.a No output
PR-9.6.b Incorrect output
PR-9.7 Temperature Sensor A4
PR-9.7.a No output
PR-9.7.b Incorrect output
PR-9.8 Temperature Sensor B4
PR-9.8.a No output
PR-9.8.b Incorrect output
PR-9.9 Temperature Sensor C4
PR-9.9.a No output
PR-9.9.b Incorrect output
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Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

Quick Look
FMEA ID Name Function Failure Mode / Limit / Constraint Response Level : Desired Local Allocation of Time to fix Time to Desired System Allocation of System Time to fix  :Time to Transmit: Ground Response / Contingency System Side : Processor Switch: Safe Mode : KAF C Revisit
Response Local Response locally Transmit Response Response system Signal Switch
Signal
PR-8.02.3 Valve A_s_s__e__r_v_'!blv
PR-8.03 Thruster A3
PR-8.03.1 iCatbed Heater-Primary
PR-8.03.2 Catbed Heater-Secondary
PR-8.03.3  iValve Assembly
PR-8.04 Thruster A4
PR-8.04.1 iCatbed Heater-Primary
PR-8.04.2 Catbed Heater-Secondary
PR-8.04.3  :Valve Assembly
PR-8.05 Thruster B1
PR-8.05.1 :Catbed Heater-Primary
PR-8.05.2 Catbed Heater-Secondary
PR-8.05.3  :Valve Assembly
PR-8.06 Thruster B2
PR-8.06.1 iCatbed Heater-Primary
PR-8.06.2 Catbed Heater-Secondary
PR-8.06.3  iValve Assembly
PR-8.07 Thruster B3
PR-8.07.1 :Catbed Heater-Primary
PR-8.07.2 Catbed Heater-Secondary
PR-8.07.3  :Valve Assembly
PR-8.08 Thruster B4
PR-8.08.1 :Catbed Heater-Primary
PR-8.08.2 Catbed Heater-Secondary
PR-8.08.3  :Valve Assembly
PR-8.09 Thruster C1
PR-8.09.1 iCatbed Heater-Primary
PR-8.09.2 Catbed Heater-Secondary
PR-8.09.3  :Valve Assembly
PR-8.10 Thruster C2
PR-8.10.1 :Catbed Heater-Primary
PR-8.10.2 Catbed Heater-Secondary
PR-8.10.3  :Valve Assembly
PR-8.11 Thruster C3
PR-8.11.1 iCatbed Heater-Primary
PR-8.11.2 Catbed Heater-Secondary
PR-8.11.3  iValve Assembly
PR-8.12 Thruster C4
PR-8.12.1 :Catbed Heater-Primary
PR-8.12.2 Catbed Heater-Secondary
PR-8.12.3  :Valve Assembly
PR-9 Temperature Sensors
PRO.1 Tem?erature Sensor (generic - still deciding
locations)
PR-9.1.a Platinum RTDs No output X
PR-9.1.b Incorrect output X
iInputs Bus voltage X
PR-9.2 Temperature Sensor Ghe
PR-9.2.a No output
PR-9.2.b Incorrect output
PR-9.3 Temperature Sensor N2H2
PR-9.3.a No output
PR-9.3.b Incorrect output
PR-9.4 Temperature Sensor F1
PR-9.4.a No output
PR-9.4.b Incorrect output
PR-9.5 Temperature Sensor LV Manifold
PR-9.5.a No output
PR-9.5.b Incorrect output
PR-9.6 Temperature Sensor Thruster Manifold
PR-9.6.a No output
PR-9.6.b Incorrect output
PR-9.7 Temperature Sensor A4
PR-9.7.a No output
PR-9.7.b Incorrect output
PR-9.8 Temperature Sensor B4
PR-9.8.a No output
PR-9.8.b Incorrect output
PR-9.9 Temperature Sensor C4
PR-9.9.a No output
PR-9.9.b Incorrect output
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Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

Subject Liz Abel (Thermal) Notes: Yellow highlighted blocks are
Matter Jack Ercol (Active Cooling) r C are
Expert(s): listed for completeness, but failure mode
Effect Method
FMEA ID Name Function Failure Mode / Limit / Possible Causes Phase Local Next Higher Mission Umbra Violation Severity : Type of FM Observable How Observed? Tim for Diagnosis Tim Path for Diagnosis : Time to Time to
Constraint Detect Detect
(Local) (System)
TH-1 MLI
Insulate spacecraft
TH-1.1 Spacecraft MLI
bus
Depends on area
affected by
1) Dust MLl 5:3::“:5 anauT:vl;n:ld Depends on area greiif;?:";:ﬁ'amage ’ Component temperature
TH-1.1.a Degraded/damaged . . N 8¢ affected by ¥ . 2 None Yes P P N/A
2) Optical properties degraded/damaged. iincrease/decrease . damaged by high change
degradation/damage.
local temperatures. temperature could
lead to an umbra
violation.
Insulate exposed
portions of
TH-1.2 High-temperature MLI spacecraft (solar
arrays, radiators,
etc.)
Depends on amount High-temp MLI is not
1) Dust MLI of damage, but would Depends on area covering equipment Component temperature
TH-1.2.a Degraded/damaged . . N ! affected by 2 None Yes N/A
2) Optical properties degraded/damaged. iincrease/decrease ) that could lead to an change
degradation/damage. Lo
local temperatures. umbra violation.
Regulate
TH-2 Louvers temperature of
spacecraft bus
TH-2.1 20-blade #1
1) Bi-metalic spring failure
2) bearing/bushing bound
up No effect. Thermal No effect. Thermal No effect. Thermal
TH2.1a Doesn't open/close [3) Louver has beer\ Increase/decre.ase syste.m includes system includes margin system includes Pasfive - Yes Temperature change over N/A
overheated, so spring has a temperature slightly. imargin to account for ito account for loss of ~ imargin to account for Design time
new set-point - would loss of one blade. one blade. loss of one blade.
require additional failure
causing overheating]
No effect. Thermal  :No effect. Thermal No effect. Thermal
TH2.1b Blade breaks 1) Dust Increase/decre.ase syste.m includes system includes margin system includes Pasfive - Yes Temperature change over N/A
temperature slightly. imargin to account for ito account for loss of ~ imargin to account for Design time
loss of one blade. one blade. loss of one blade.
TH-2.2 20-blade #2
1) Bi-metalic spring failure
2) bearing/bushing bound
up No effect. Thermal No effect. Thermal No effect. Thermal
TH2.2.3 Doesn't open/close [3) Louver has bee? Increase/decre.ase syste.m includes system includes margin syste.m includes Pasfive - Yes Temperature change over N/A
overheated, so spring has a temperature slightly. :margin to account for ito account for loss of ~ imargin to account for Design time
new set-point - would loss of one blade. one blade. loss of one blade.
require additional failure
causing overheating]
No effect. Thermal  :No effect. Thermal No effect. Thermal
TH2.2.b Blade breaks 1) Dust Increase/decre.ase syste.m includes system includes margin syste.m includes Pasfive - Yes Temperature change over N/A
temperature slightly. imargin to account for ito account for loss of ~ imargin to account for Design time
loss of one blade. one blade. loss of one blade.
TH-2.3 14-blade
1) Bi-metalic spring failure
2) bearing/bushing bound
up No effect. Thermal No effect. Thermal No effect. Thermal
TH2.3. Doesn't open/close [3) Louver has bee? Increase/decre.ase syste.m includes system includes margin system includes Pasfive - Yes Temperature change over N/A
overheated, so spring has a temperature slightly. imargin to account for ito account for loss of ~ imargin to account for Design time
new set-point - would loss of one blade. one blade. loss of one blade.
require additional failure
causing overheating]
No effect. Thermal  iNo effect. Thermal No effect. Thermal
TH2.3b Blade breaks 1) Dust Increase/decre.ase syste.m includes system includes margin system includes Pasfive - Yes Temperature change over N/A
temperature slightly. :margin to account for ito account for loss of ~ imargin to account for Design time
loss of one blade. one blade. loss of one blade.
TH-2.4 10-blade
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Subject
Matter
Expert(s):

FMEA ID

Liz Abel (Thermal)
Jack Ercol (Active Cooling)

Name

Notes: Yellow highlighted blocks are

C are

listed for completeness, but failure mode

Function

Failure Mode / Limit /
Constraint

TH-1

MLI

Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

Quick Look

System Side
Switch

Processor Switch

Safe
Mode

Comments - KAF

Revisit

TH-1.1

Spacecraft MLI

Insulate spacecraft
bus

TH-1.1.a

Degraded/damaged

N/A

Depends on
severity of
degradation/d
amage (time
required to see
temperature
change in
component)

TH-1.2

High-temperature MLI

Insulate exposed
portions of
spacecraft (solar
arrays, radiators,
etc.)

TH-1.2.a

Degraded/damaged

N/A

Depends on
severity of
degradation/d
amage (time
required to see
temperature
change in
component)

TH-2

Louvers

Regulate
temperature of
spacecraft bus

TH-2.1

20-blade #1

TH-2.1.a

Doesn't open/close

N/A

Time required
to see
temperature
change in
component

TH-2.1.b

Blade breaks

N/A

Time required
to see
temperature
change in
component

TH-2.2

20-blade #2

TH-2.2.a

Doesn't open/close

N/A

Time required
to see
temperature
change in
component

TH-2.2.b

Blade breaks

N/A

Time required
to see
temperature
change in
component

TH-2.3

14-blade

TH-2.3.a

Doesn't open/close

N/A

Time required
to see
temperature
change in
component

TH-2.3.b

Blade breaks

N/A

Time required
to see
temperature
change in
component

TH-2.4

10-blade
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Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

Effect Method
FMEA ID Name Function Failure Mode / Limit / Possible Causes Phase Local Next Higher Mission Umbra Violation Severity Type of FM Observable How Observed? Tim for Diagnosis Tim Path for Diagnosis : Time to Time to
Constraint Detect Detect
(Local) (System)
1) Bi-metalic spring failure
2) bearing/bushing bound
up No effect. Thermal No effect. Thermal No effect. Thermal
3) Louver has been Increase/decrease system includes system includes marginisystem includes Passive - Temperature change over
TH-2.4.a Doesn't open/close B) . / N v . v Bin:sy: . ) Yes ) P & N/A
overheated, so spring has a temperature slightly. imargin to account for ito account for loss of ~ imargin to account for Design time
new set-point - would loss of one blade. one blade. loss of one blade.
require additional failure
causing overheating]
No effect. Thermal  iNo effect. Thermal No effect. Thermal
Increase/decrease system includes system includes marginisystem includes Passive - Temperature change over
TH-2.4.b Blade breaks 1) Dust /decre: vster v gin;syster : Yes emp 8 N/A
temperature slightly. imargin to account for ito account for loss of ~ imargin to account for Design time
loss of one blade. one blade. loss of one blade.
TH-2.5 7-blade #1
1) Bi-metalic spring failure
2) bearing/bushing bound
up No effect. Thermal No effect. Thermal No effect. Thermal
3) Louver has been Increase/decrease system includes system includes marginisystem includes Passive - Temperature change over
TH-2.5.a Doesn't open/close B . / N ¥ N ¥ ginisy . ) Yes N P & N/A
overheated, so spring has a temperature slightly. imargin to account for ito account for loss of ~ imargin to account for Design time
new set-point - would loss of one blade. one blade. loss of one blade.
require additional failure
causing overheating]
No effect. Thermal  :No effect. Thermal No effect. Thermal
Increase/decrease system includes system includes marginisystem includes Passive - Temperature change over
TH-2.5.b Blade breaks 1) Dust /decre: yster v ginsyster : Yes mp 8 N/A
temperature slightly. imargin to account for ito account for loss of ~ imargin to account for Design time
loss of one blade. one blade. loss of one blade.
TH-2.6 7-blade #2
1) Bi-metalic spring failure
2) bearing/bushing bound
up No effect. Thermal No effect. Thermal No effect. Thermal
3) Louver has been Increase/decrease system includes system includes margin:system includes Passive - Temperature change over
TH-2.6.a Doesn't open/close B . / N ¥ . ¥ ginisy . ) Yes N P & N/A
overheated, so spring has a temperature slightly. :margin to account for ito account for loss of ~ imargin to account for Design time
new set-point - would loss of one blade. one blade. loss of one blade.
require additional failure
causing overheating]
No effect. Thermal  :No effect. Thermal No effect. Thermal
Increase/decrease system includes system includes marginisystem includes Passive - Temperature change over
TH-2.6.b Blade breaks 1) Dust /decre: vster v gin syster : Yes emp 8 N/A
temperature slightly. imargin to account for ito account for loss of ~ imargin to account for Design time
loss of one blade. one blade. loss of one blade.
TH-3 Heaters
TH-3.1 Propulsion Tank Heaters A&B (22 Q) switched)
Autonomy will detect
1) Thermostat failure tank temperature and Tank temperature Heater current; tank PDU to REM
TH-3.1.a Fails on 2) Failure of switch switch off power to No effect. No effect. N/A 2R Active Yes P . N/A
S . telemetry temperature RIU to REM
3) Failure in heater that heater and switch
to other side.
1) Thermostat failure Autonomy will detect Tank temperature Heater current; tank PDU to REM
TH-3.1.b Fails off 2) Failure of switch low temperature and iNo effect. No effect. N/A 2R Active Yes P ! N/A
S - . telemetry temperature RIU to REM
3) Failure in heater switch to other side.
1) Assembly/ installation Autonomy will detect Tank temperature Heater current; tank PDU to REM
TH-3.1.c Debonds from surface ifailure low temperature and iNo effect. No effect. N/A 2R Active Yes P ! N/A
. . N R telemetry temperature RIU to REM
2) adhesive failure/defect switch to other side.
Autonomy will detect Tank temperature Heater current; tank PDU to REM
Inputs Switched Power low temperature and iNo effect. No effect. N/A 4 Active Yes P ! N/A
N R telemetry temperature RIU to REM
switch to other side.
TH-3.2 Propulsion Line and Valve Heaters A&B (37 Q switched)
S/C will detect high
1) Thermostat failure temperature and
Temperature sensor Heater current; line & PDU to REM
TH-3.2.a Fails on 2) Failure of switch switch off power to No effect. No effect. N/A 2R Active Yes P N/A
" . N telemetry valve temperatures RIU to REM
3) Failure in heater that heater and switch
to othe side.
1) Thermostat failure S/C will detect low Temperature sensor Heater current; line & PDU to REM
TH-3.2.b Fails off 2) Failure of switch temperature and No effect. No effect. N/A 2R Active Yes P ! N/A
S N X telemetry valve temperatures RIU to REM
3) Failure in heater switch to other side.
1) Assembly/ installation S/C will detect low Temperature sensor Heater current; line & PDU to REM
TH-3.2.c Debonds from surface ifailure temperature and No effect. No effect. N/A 2R Active Yes P ! N/A
. . N X telemetry valve temperatures RIU to REM
2) adhesive failure/defect switch to other side.
Autonomy will detect Tank temperature Heater current; line & PDU to REM
Inputs Switched Power low temperature and iNo effect. No effect. N/A 4 Active Yes P ! N/A
N R telemetry valve temperatures RIU to REM
switch to other side.
TH-3.3 Propulsion Internal Heaters A&B (28 Q switched)
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Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

Quick Look
FMEA ID Name Function Failure Mode / Limit / System Side Processor Switch Safe Comments - KAF Revisit
Constraint Switch Mode
Time required
to see
TH-2.4.a Doesn't open/close N/A temperature X
change in
component
Time required
to see
TH-2.4.b Blade breaks N/A temperature X
change in
component
TH-2.5  i7-blade #1
Time required
to see
TH-2.5.a Doesn't open/close N/A temperature X
change in
component
Time required
to see
TH-2.5.b Blade breaks N/A temperature X
change in
component
TH-2.6 7-blade #2
Time required
to see
TH-2.6.a Doesn't open/close N/A temperature X
change in
component
Time required
to see
TH-2.6.b Blade breaks N/A temperature X
change in
component
TH-3 Heaters
TH-3.1 Propulsion Tank Heaters A&B (22 Q) switched)
Switch heater
TH3.1a Fails on Local poweroff, 4, tonomy N/A 8D time None No CB for switched heater; prop heaters
power on were different than what Stewart expected
redundant
Switch heater
TH-3.Lb Fails off Local power off, Autonomy N/A TBD time
power on
redundant
Switch heater
TH-3.1.c Debonds from surface ilocal power off, Autonomy N/A TBD time
power on
redundant
Switch heater
ff,
Inputs Switched Power Local power o Autonomy N/A TBD time
power on
redundant
TH-3.2 Propulsion Line and Valve Heaters A&B (37 Q switched)
Switch heater
ff, No CB f itched heater; heat
TH-3.2.a Fails on Local powero Autonomy N/A TBD time ° .or switehed heater; prop heaters
power on were different than what Stewart expected
redundant
Switch heater
ff,
TH-3.2.b Fails off Local power ol Autonomy N/A TBD time
power on
redundant
Switch heater
ff,
TH-3.2.c Debonds from surface ilocal power o Autonomy N/A TBD time
power on
redundant
Switch heater
ff,
Inputs Switched Power Local power o Autonomy N/A TBD time
power on
redundant
TH-3.3 Propulsion Internal Heaters A&B (28 Q switched)
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Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

Effect Method
FMEA ID Name Function Failure Mode / Limit / Possible Causes Phase Local Next Higher Mission Umbra Violation Severity : Type of FM Observable How Observed? Tim for Diagnosis Tim Path for Diagnosis : Time to Time to
Constraint Detect Detect
(Local) (System)
S/C will detect high
1) Thermostat failure temperature and
Temperature sensor Heater current; internal  iPDU to REM
TH-33.a Fails on 2) Failure of switch switch off power to No effect. No effect. N/A 2R Active Yes P N/A
" . N telemetry prop temperature RIU to REM
3) Failure in heater that heater and switch
to othe side.
1) Thermostat failure S/C will detect low Temperature sensor Heater current; internal  iPDU to REM
TH-3.3.b Fails off 2) Failure of switch temperature and No effect. No effect. N/A 2R Active Yes P ! N/A
S N X telemetry prop temperature RIU to REM
3) Failure in heater switch to other side.
1) Assembly/installation S/C will detect low Temperature sensor Heater current; internal  :PDU to REM
TH-3.3.c Debonds from surface ifailure temperature and No effect. No effect. N/A 2R Active Yes teler:etr rop tem erat(Jre RIU to REM N/A
2) adhesive failure/defect switch to other side. v prop P
Autonomy will detect Tank temperature Heater current; internal  :PDU to REM
Inputs Switched Power low temperature and iNo effect. No effect. N/A 4 Active Yes P ! N/A
- R telemetry prop temperature RIU to REM
switch to other side.
TH-3.4 S/C Panel Survival Heaters A&B (16 Q switched)
S/C will detect high
1) Thermostat failure temperature and
Temperature sensor Heater current; various PDU to REM
TH-3.4.a Fails on 2) Failure of switch switch off power to No effect. No effect. N/A 2R Active Yes P N/A
" . N telemetry temperatures? RIU to REM
3) Failure in heater that heater and switch
to othe side.
1) Thermostat failure S/C will detect low Temperature sensor Heater current; various  iPDU to REM
TH-3.4.b Fails off 2) Failure of switch temperature and No effect. No effect. N/A 2R Active Yes P ! N/A
S N X telemetry temperatures? RIU to REM
3) Failure in heater switch to other side.
1) Assembly/installation S/C will detect low Temperature sensor Heater current; various  :PDU to REM
TH-3.4.c Debonds from surface ifailure temperature and No effect. No effect. N/A 2R Active Yes P ! N/A
. . N X telemetry temperatures? RIU to REM
2) adhesive failure/defect switch to other side.
Autonomy will detect Tank temperature Heater current; various  iPDU to REM
Inputs Switched Power low temperature and iNo effect. No effect. N/A 4 Active Yes P ! N/A
- . telemetry temperatures? RIU to REM
switch to other side.
TH-3.5 CSPR Manifold 1&4 Heaters A&B (16 () switched)
S/C will detect high
1) Thermostat failure temperature and
Temperature sensor Heater current; CSPR PDU to REM
TH-3.5.a Fails on 2) Failure of switch switch off power to No effect. No effect. N/A 2R Active Yes P N N/A
" . . telemetry manifold temp RIU to REM
3) Failure in heater that heater and switch
to othe side.
1) Thermostat failure S/C will detect low Temperature sensor Heater current; CSPR PDU to REM
TH-3.5.b Fails off 2) Failure of switch temperature and No effect. No effect. N/A 2R Active Yes P ) ! N/A
. . N . telemetry manifold temp RIU to REM
3) Failure in heater switch to other side.
1) Assembly/installation S/C will detect low Temperature sensor Heater current; CSPR PDU to REM
TH-3.5.c Debonds from surface ifailure temperature and No effect. No effect. N/A 2R Active Yes P ) ! N/A
N " N . telemetry manifold temp RIU to REM
2) adhesive failure/defect switch to other side.
Autonomy will detect Tank temperature Heater current; CSPR PDU to REM
Inputs Switched Power low temperature and {No effect. No effect. N/A 4 Active Yes P ) ! N/A
N . telemetry manifold temp RIU to REM
switch to other side.
TH-3.6 CSPR Manifold 2&3 Heaters A&B (14 () switched)
S/C will detect high
1) Thermostat failure temperature and
Temperature sensor Heater current; CSPR PDU to REM
TH-3.6.a Fails on 2) Failure of switch switch off power to No effect. No effect. N/A 2R Active Yes P N N/A
" . . telemetry manifold temp RIU to REM
3) Failure in heater that heater and switch
to othe side.
1) Thermostat failure S/C will detect low Temperature sensor Heater current; CSPR PDU to REM
TH-3.6.b Fails off 2) Failure of switch temperature and No effect. No effect. N/A 2R Active Yes P ) ! N/A
" . N . telemetry manifold temp RIU to REM
3) Failure in heater switch to other side.
1) Assembly/installation S/C will detect low Temperature sensor Heater current; CSPR PDU to REM
TH-3.6.c Debonds from surface ifailure temperature and No effect. No effect. N/A 2R Active Yes P ) ! N/A
N " N . telemetry manifold temp RIU to REM
2) adhesive failure/defect switch to other side.
Autonomy will detect Tank temperature Heater current; CSPR PDU to REM
Inputs Switched Power low temperature and iNo effect. No effect. N/A 4 Active Yes P ) ! N/A
N . telemetry manifold temp RIU to REM
switch to other side.
TH-3.7 Battery Heater A & Solar Array Drive Heater A (unswitched)
Dual thermostats at
different set points will;
TH-3.7.a Fails on cause heater to turn  iNo effect. No effect. N/A 2R None Yes Thermostats N/A
off, switch to other
side
Dual thermostats at
different set points will;
TH-3.7.b Fails off cause heater to turn  iNo effect. No effect. N/A 2R None Yes Thermostats N/A
on, switch to other
side
2nd side thermostats
Id detect |
TH-3.7.c Debonds from surface would cetect fow No effect. No effect. N/A 2R None Yes Thermostats N/A
temp and would turn
on
Dual thermostats at
different set points will;
Inputs Unswitched power cause heater to turn  iNo effect. No effect. N/A 4 None Yes Thermostats N/A
on, switch to other
side
TH-3.8 Battery Heater B & Solar Array Drive Heater B (unswitched)
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FMEA ID

Name

Function

Failure Mode / Limit /
Constraint

TH-3.3.a

Fails on

Local

Switch heater
power off,
power on
redundant

Autonomy

N/A

TBD time

Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

Quick Look

System Side
Switch

Processor Switch

Safe
Mode

Comments - KAF

Revisit

No CB for switched heater; prop heaters
were different than what Stewart expected

TH-3.3.b

Fails off

Local

Switch heater
power off,
power on
redundant

Autonomy

N/A

TBD time

TH-3.3.c

Debonds from surface

Local

Switch heater
power off,
power on
redundant

Autonomy

N/A

TBD time

Inputs

Switched Power

Local

Switch heater
power off,
power on
redundant

Autonomy

N/A

TBD time

TH-3.4

S/C Panel Survival Heaters A&B (16 Q switched)

TH-3.4.2

Fails on

Local

Switch heater
power off,
power on
redundant

Autonomy

N/A

TBD time

No CB for switched heater; prop heaters
were different than what Stewart expected

TH-3.4.b

Fails off

Local

Switch heater
power off,
power on
redundant

Autonomy

N/A

TBD time

TH-3.4.c

Debonds from surface

Local

Switch heater
power off,
power on
redundant

Autonomy

N/A

TBD time

Inputs

Switched Power

Local

Switch heater
power off,
power on
redundant

Autonomy

N/A

TBD time

TH-3.5

CSPR Manifold 1&4 Heaters A&B (16 2 switched)

TH-3.5.a

Fails on

Local

Switch heater
power off,
power on
redundant

Autonomy

N/A

TBD time

No CB for switched heater; prop heaters
were different than what Stewart expected

TH-3.5.b

Fails off

Local

Switch heater
power off,
power on
redundant

Autonomy

N/A

TBD time

TH-3.5.c

Debonds from surface

Local

Switch heater
power off,
power on
redundant

Autonomy

N/A

TBD time

Inputs

Switched Power

Local

Switch heater
power off,
power on
redundant

Autonomy

N/A

TBD time

TH-3.6

CSPR Manifold 2&3 Heaters A&B (14 Q switched)

Single thermostat

TH-3.6.2

Fails on

Local

Switch heater
power off,
power on
redundant

Autonomy

N/A

TBD time

No CB for switched heater; prop heaters
were different than what Stewart expected

TH-3.6.b

Fails off

Local

Switch heater
power off,
power on
redundant

Autonomy

N/A

TBD time

TH-3.6.c

Debonds from surface

Local

Switch heater
power off,
power on
redundant

Autonomy

N/A

TBD time

Inputs

Switched Power

Local

Switch heater
power off,
power on
redundant

Autonomy

N/A

TBD time

TH-3.7

Battery Heater A & Solar Array Drive Heater A (unswitched)

TH-3.7.a

Fails on

N/A

TBD time

dual thermostats

No FM since these are unswitched loads

TH-3.7.b

Fails off

N/A

TBD time

TH-3.7.c

Debonds from surface

N/A

TBD time

Inputs

Unswitched power

N/A

TBD time

TH-3.8

Battery Heater B & Solar Array Drive Heater B (unswitched)
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Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

Effect Method
FMEA ID Name Function Failure Mode / Limit / Possible Causes Phase Local Next Higher Mission Umbra Violation Severity : Type of FM Observable How Observed? Tim for Diagnosis Tim Path for Diagnosis : Time to Time to
Constraint Detect Detect
(Local) (System)
Dual thermostats at
1) Thermostat failure different set points will;
TH-3.8.a Fails on 2) Failure of switch cause heater to turn  iNo effect. No effect. N/A 2R None Yes Thermostats N/A
3) Failure in heater off, switch to other
side
Dual thermostats at
1) Thermostat failure different set points will}
TH-3.8.b Fails off 2) Failure of switch cause heater to turn  iNo effect. No effect. N/A 2R None Yes Thermostats N/A
3) Failure in heater on, switch to other
side
1) Assembly/installation 2nd side thermostats
TH-3.8.c Debonds from surface  ifailure would detect low No effect. No effect. N/A 2R None Yes Thermostats N/A
B " temp and would turn
2) adhesive failure/defect on
Dual thermostats at
different set points will}
Inputs Unswitched power cause heater to turn  iNo effect. No effect. N/A 4 None Yes Thermostats N/A
on, switch to other
side
TH-4 Temperature Sensors
. Determine whether or
TH-4.a No output b mechénlcal break Bad reading at sensor :not to switch on No effect. N/A 4 ? Yes Component temp N/A
2) RIO failure
redundant sensor
Determine whether or
TH-4.b Incorrect output 1) debond Bad reading at sensor inot to switch on No effect. N/A 4 ? yes Component temp N/A
redundant sensor
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Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

Quick Look
FMEA ID Name Function Failure Mode / Limit / System Side Processor Switch Safe Comments - KAF Revisit
Constraint Switch Mode

TH-3.8.a Fails on N/A TBD time dual thermostats No FM since these are unswitched loads
TH-3.8.b Fails off N/A TBD time
TH-3.8.c Debonds from surface N/A TBD time
Inputs Unswitched power N/A TBD time
TH-4 Temperature Sensors

Time required .

1o see all components will Not sure that all components do have

have redundant temp redundant temp sensors? Would we want to
TH-4.a No output N/A temperature . . - B
N sensors (current do a side switch for critical components if the
change in N . .
baseline) temp info was not available/stale?

component

Time required

to see
TH-4.b Incorrect output N/A temperature

change in

component
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Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

Effect Method
FMEA ID Name Function Failure Mode / Limit / Constraint Possible Causes Phase Local Next Higher Mission Umbra Violation Type of FM Observable How Observed? Tim for Diagnosis Tim Path for Time to Detect Time to
Severity Diagnosis (Local) Detect
(System)
Severity 1s
Avionics
Hard failure (could take out one
. . ~ Passive -
AV-4122a PRIO or both PRIOs - need both on a L Ifhard failure occurs prior to safety bus _iNot able to power safety Lom N/A 1 assive yes Safety buses wouldn't turn on
side) relay on, couldn't turn on safety bus. inhibited loads. Redundancy??
G&C
Higher friction in a wheel g/:leeal :ipn‘"lse‘im ';:::f"ezgz 1‘"';;2' Spacecraft turns (direction and Possible, depending on where in
GC-4.1.k Rxn Wheel 1 happens in combination with a nlva sing v speed depends on conditions at!Possibly mission-ending.  {orbit, how fast, and which 1 No
. friction, but all wheels are affected by the | . N Lo .
side switch (for other reasons) ! g time of side switch). direction it's turning.
side switch.
Propulsion
1) No voltage 1) Passive - 1) PDU LV current
2) Constant "ON" from PDU high 1) Couldn't cycle valve 1) None assuming 2nd LV works{1) None 1)4 ) Current draw, temperature tim?
? N/A N/A
Inputs Latch Valve A Bus voltage side and low side (instead of 2) LV heats up 2) Propellant heats up 2) S/C explodes N/a 21 ;de”:::"‘V Yes readings 2) PDU high and / /
pulses) low side tim
Depends on when in orbit it 1-if causes an umbra
happens and how quickly violation
r o Th fire tl
Valve Assembly : 1) electrical failure . Thruster would continue to fire jit's caught (especially within 2-iffuelis significantly i, .o Thruster continues to fire after ruster fire tim;
PR-8.01.3.2 (NC Solenoid Both failed open or both leak Valves wouldn't close - S depleted or orbit Maybe maneuver active N/A
2) FOD unless latch valve closed 0.7 AU). Probably mission- Lo redundancy to stop
Valves) . significantly changed tim
ending or at least would dsalon
e 3 - if mission is impacted by
curtail it. "
fuel loss or orbit change
Severity 2s
Avionics
Depends on
Inputs SCIF A Component/ Instrument !.ose telemetry from or instrument \os.t - iNone Depenfis ?n side switch and Active Yes Prime via SpW
telemetry instrument worst case would cause a side reconfig time
switch
1) Multiple pairs (6) of incoming power
wires (power & return) per RC slice. The
Fails to provide function #1 (main |1 "cOMiNg power wire loss of a single wire/pair would be within )\ e (2cciming a single 1) No effect (assuming a
. breaks/bad connection margin for s/c. The loss of more than one i " . .
AV-4.1.2.a Relay Cap A bus voltage for critical and non- S failure) single failure) State of charge
L 2) Short to ground (double- (multiple failures) would cause there to be .
critical loads) ‘ ° N § 2) Battery would discharge 2) LOM
insulated wires) too little power available to the s/c.
2) An unconstrained short would melt the
wires and discharge the battery.
Worst case would switch
Fails to provide function #2 (load PSE also supplies total current telemetry. :Worst case, switch off a single :off one of the instruments,
AV-4.1.2.b Relay Cap A A f I
current telemetry) Non-critical failure. load. degrading (but not failing)
science.
current telemetry would be zero.
1) Design 'Would be indistinguishable from
AV-4.1.2.1b Relay Cap A - Fuse Blows too soon 2) Transient voltage E,M,C Lose power to a load. Switch to side B No effect. ves an ARC switch failure. Would Load current PDU to REM
Module 3) "Smart" short (high current probably have ground
setting that is not detected) recommand, but wouldn't fix
problem.
Switching sides of avionics Load continues to be powered off
AV-4.13.c FET Slice 1 FET stuck off FET failure Load stuck powered off. would not fix problem (FET Loss of load. yes P Load current PDU to REM
) . after power on command.
itself is common to both PDUs).
Possible loss of power to any or
1) Electronics failure aI‘I loads p.owered through FET
2) Connector/cable failure slice 1. With redundancy of
AvV-4.13.d FET Slice 1 Hard failure 3) Common electronics E,M, C Some or all slice functions fail and effective Possibly degraded mission. yes Loss of power to load(s) Load current PDU to REM
(redundant within FET slice) placement of loads on FET
cards, the loss of a single FET
card should not fail the mission.
1) Potential loss of a single
v o 1) Assuming load h.as tripped circuit instrument suite. Cycling ~11) Degraded or LOM )
FET Slice 1 - Circuit . breaker, loss of switched load power to load may reset circuit . - Load continues to be powered off
AV-4.13.1.a Unable to reset 1) Part Failure E,M, C . - depending on which yes Load current PDU to REM
Breaker 2) If load has not tripped circuit breaker, :breaker. Ground would <witched load after power on command.
then no effect probably investigate problem .
at next ground contact.
1) Degraded science or loss
AV-4.13.1b FET slice 1 - Circuit Opens without stimuli 1) Part Failure EM,C 1) Loss of switched load 1) MOPs sends commands to - of redundancy if breaker ves Load switches off unexpectedly  iload current PDU to REM
Breaker reset circuit breaker continually trips for critical
switched loads
AV-4.13.1.c FET slice 1 - Circuit Trips too soon 1) Trip Value Set Too Low E M, C 1) Load constantly trips circuit breaker 1) G70und command to disable £\ \ ves Load switches off unexpectedly
Breaker or override the CB
. - . . . ) Degraded science or loss of Power drain higher than expected.
AV-4131d FET Slice 1 - Circuit Failure to trip (assumes load is 1) Sense value incorrect (should Fuse would blow if current high enough. Loss of load. Autonomy would ing on ves Load switches off when fuse Load current PDU to REM

Breaker

drawing too high of a current)

be caught in testing)

turn off load per

load.
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Quick Look
FMEA ID Name Function Failure Mode / Limit / Constraint System Side :Processor Switch i Safe Mode Remediation Helpful Autonomy  Revisit Comments - KAF
Switch Rule
Severity 1s
Avionics
Hard failure (could take out one
AV-4.12.2.a PRIO or both PRIOs - need both on a
side)
G&C
Higher friction in a wheel
GC-4.1k Rxn Wheel 1 happens in combination with a
side switch (for other reasons)
Propulsion
Inputs Latch Valve A Bus voltage None None None None None None None None None None
Valve Assembly If thrusters firing when
PR-8.01.3.a (NC Solenoid Both failed open or both leak Local? maneuver not active, Autonomy None None None None None Close latch valves
Valves) close latch valves.
Severity 2s
Avionics
Depends on component
affected: 1)Prime 1) HW - ARC .
Inputs SCIF A Component/ Instrument Local requests ARC side switch Side switchover X Power cycle during ground contact & perform REM X
telemetry . check out
2)Switch to redundant 2) Autonomy
Relay Cap A & B on same
card? So nothing we can
Fails to provide function #1 (main do?
AV-4.1.2.a Relay Cap A bus voltage for critical and non-  {System LBSOC Safing Autonomy None
critical loads) Would look like unexpected
battery discharge fault, but
not fixable??
. 5 3 For some loads, may want
AV-4.1.2.b Relay Cap A Fails to provide function #2 (load & | | to re-enforce that oneis | Autonomy X
current telemetry)
always on?
Consider having an over-
current rule for each
switched load with out a
CB in order to protect the
- 2 i it i i
AV-412.1b Relay Cap A - Fuse Blows t00 s00n Local fu‘se4 In some cases this Autonomy Critical loads are redfjr)dant, soa slr?gle fuse blowing X
Module might be a complete would not cause a critical load to fail
system side switch or just
component switch for
those loads that are cross
strapped
TBD which loads, but
AV-4.13.c FET Slice 1 FET stuck off Local monitor for one of two Autonomy X
always on?
TBD which loads, but
’ 1) MOPs tries t« d load| ff
AV-4.13.d FET Slice 1 Hard failure Local monitor for one of two Autonomy ) s tries to command load(s) on/of X
2) Cycle power
always on?
TBD which loads, but
FETSiice 1 Cireuit :?z:":;:’; one of two 1) Send commands to turn load on
AV-4.13.1.a Breaker Unable to reset Local v ) Autonomy 2) Send commands to turn load on and override CB X
3) Cycl
Would not help with ) Cycle power
instruments
TBD which loads, but
monitor for one of two
AV-413.1b FET Slice 1 - Circuit: Opens without stimuli Local always on? Autonomy 1) If CB continually trips, can override CB al;\d rely solely X
Breaker on autonomy rule for over-current protection
'Would not help with
instruments
N B 1) Turn load on
AV-413.1c :::k':re 1~ Cireuit Trips too soon 2) If CB continually trips, can override CB and rely solely X
on autonomy rule
Consider having an over-
FET Slice 1 - Circuit! Failure to trip (assumes load is current rule for each 1) Autonomy rules also protect against over-current
AV-4.13.1.d Local Aute X
Breaker drawing too high of a current) oca switched load with CB in utonomy 2) LVS protection if both CB and autonomy rule fail
order to protect the fuse?
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Effect ion Method
FMEA ID Name Function Failure Mode / Limit / Constraint Possible Causes Phase Local Next Higher Mission Umbra Violation Type of FM Observable How Observed? Tim for Diagnosis Tim Path for Time to Detect Time to
Severity Diagnosis (Local) Detect
(System)
. L N . Degraded science or loss of
FET Slice 1 - Circuit Potential loss of entire
Inputs Power from Fuse Module Loss of load ) N redundancy, depending on yes Load not powered. Load current PDU to REM
Breaker instrument suite.
load.
1) Design
. 2) Transient voltage N . Degraded science or loss of
FET Slice 1 - Fuse Potential loss of entire
AV-4.13.2.a Blows below rated current 3) "Smart" short (high current E,M, C Loss of load . N redundancy, depending on yes Load not powered. Load current PDU to REM
Module X . instrument suite.
setting that is not detected - load.
multiple failures)
" Not short to chassis: excess
Anything other than a short to
. current draw by load.
chassis, autonomy would see oy 10t
" . . : Short to chassis: difficult to
FET Slice 1- Fuse Failure to blow (assumes a failure and turn off load. Also will Degraded science or loss of diagnose. Eventually would load
AV-4.13.2b in the load, causing it to draw a ;1) Design Loss of load have circuit breakers for non-  iredundancy, depending on ves gnose. £ saly Load current PDU to REM
Module . . shed and side switch. Would
high current) redundant loads like load.
) probably see problem when
instruments and some other J
. switching loads back on one-by-
critical loads.
one.
EPS
Relay command (only changes Buck converter would draw too
. " v (only ) & No command when necessary . With current sensors on buck Buck Converter
Inputs Bus Junction Slice when a fault occurs and it needs . No effect to card. much power. Battery would Loss of mission 2 None Yes. . PSE to CDH ? None
(2nd failure) N converter slice Current
to change state) discharge.
Solar Arra Current might not be correct, but
Inputs Junction Cvard " Solar array power Slice is ok. S/c not receiving power. Loss of mission. N/a 2 None Yes long-term, battery voltage Battery voltage PSE to CDH ? ?
decreases
G&C
Input message not received or
rocessed. (The solar limb
P ( Loss of mission if umbra
sensors may need some A ;
: N violation occurs while
information from the trying to correct attitude
avionics/FSW to set gains or Control correction will be rying
. . using degraded offset o .
parameters that are used in . _ wrong because offset angle is ) Don't think there is a way to
) Sun geometry when first detected is angles from SLS. If we avoid " N . .
computing Sun offset angle from 1) Faulty connector or . N wrong. A Possible. Spacecraft could drift detect this. If we are using the
. " " P . unchanged so time of detection is . o umbra violation, we may be:. ) " . . 1) None
cell intensity readings. A fault on  harness/wiring inside unit y Will not meet WISPR pointing into s/c packaging umbra while wrong parameters in the SLS signal
. . L . N unaffected; solar limb sensor uses old or . .~ iable to correct the . ) . 1) None . y 1) None 2) SLS to CDH to 1) None
Solar Limb Sensor the s/c side or inside the solar 2) Localized electronics fault that N N . requirements when controlling trying to correct attitude using processing, we won't have any
GC-2.1.a . N N N incorrect information to generate Sun parameter values before . ) 2 2) Active Probably not 2) SLS heartbeat? :Autonomy 2)? None
A limb sensor that causes this affects message processing logic ) based on SLS data. ; SLS angle data if control action way to conclude that we are
. . " . . offset angle; angle accuracy is degraded we have another attitude i " " 3) Active . . 3) SLS heartbeat? :3) SLS to CDH to 3)?
information to not be available  3) Error in solar limb sensor N ’ . is not "strong" enough or not getting wrong answers. (This
. ) . and time when first angle is output may _— . anomaly where SLS would ) N Autonomy
will cause problems for the solar internal firmware (FPGA) S/C may think it's seeing the N ., itaken soon enough. assumes that target attitude is
. N be delayed . ) . see the Sun.(With luck we'd
limb sensor in that the angle Sun earlier than it actually is, or +Z/TPS to Sun.)
N . . e never get a second
solutions coming out will be may "see" it too late.
degraded. (cases where angle occurence where we would
gradec. X € test if we had made the
solutions are grossly incorrect are N :
. . . right correction.)
included in another section
below))
Impact depends on what level
the command was when frozen
- if large we get in trouble
faster. The momentum will be
higher, but may or may not be compare wheel speed/torque to
at the dump limit when the Loss of mission in the worst wheel speed/torque
P ! ' Possible if failed wheel i still peed/torg
wheel reaches max speed. The icase - even if solar limb . " (most wheels have feedback
", - " . . N considered available, but ) TBD - probably
Frozen torque command - The "stuck” or "run away" wheel will other wheels will try to fight  isensors detect the umbra telemetry with actual torque and o
N . . - o depends on momentum state of: . will wait for a
direction and magnitude stay at eventually reach saturation (max speed) ~ ithe one wheel but will likely iviolation it may not be ’ all have some means of measuring
Case 1: Incorrect force/torque N ; y " N ) system when wheel failure . few control cycles:
b Rxn Wheel 1 some fixed value; include both with how long that takes depending on  isaturate and once 2 of them correctable in the time - 2 Yes wheel speed). G&C software will
exerted on spacecraft . N . " . occurs and timing of . to declare a
max and below max magnitude the speed magnitude when command firstiare saturated, we lose available depending on how ) be monitoring wheel speeds and
™ . momentum dump logic and ) wheel
values. froze. controllability. If the system  we design the auto dump ! other health status telemetry (if .
. wheel fault logic (to turn off . unresponsive
can do amomentum dump ilogic and fault checks for i ) any) from the wheels and will
misbehaving wheel) . .
before 2 of the wheels reach  iwheels request action from autonomy if
saturation, we may survive needed.
longer but dumps will be done
more frequently (if allowed)
since the failed wheel has
reached its mom storage limit.
The controller will mistakenly
keep sending commands to all
the wheels. The one that's only
responding to torque
magnitude will eventually
saturate at max speed. The
momentum will be higher, but T
Loss of mission in the worst
may or may not be at the dump . .
o case - even if solar limb
limit when the wheel reaches <ensors detect the umbra
Direction stuck at + or -, The "stuck" wheel will eventually reach  imax speed. The other wheels i~ """ Possible if too many wheels
Case 2: Incorrect force/torque magnitude correct responding saturation (max speed) with how long will try to fight the one wheel violation it may not be reach saturation before a
GC-4.1.c Rxn Wheel 1 ’ correctable in the time 2

exerted on spacecraft

only to magnitude part of
command.

that takes depending on the speed

magnitude when direction first got stuck.

but will likely saturate and once:
2 of them are saturated, we
lose controllability. If the
system can do a momentum
dump before 2 of the wheels
reach saturation, we may
survive longer but dumps will
be done more frequently (if
allowed) since the failed wheel
has reached its mom storage
limit.

available depending on how;
we design the auto dump
logic and fault checks for
wheels

momentum dump can be
performed.
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Quick Look
FMEA ID Name Function Failure Mode / Limit / Constraint System Side :Processor Switch i Safe Mode Remediation Helpful Autonomy  Revisit Comments - KAF
Switch Rule
TBD which loads, but
monitor for one of two
Inputs FET slice 1 - Circuit Power from Fuse Module Local always on? Autonomy X
Breaker
Would not help with
instruments
T80 .Wh‘Ch loads, but 1) Circuit breakers are used to prevent fuses from
monitor for one of two .
FET Slice 1 - Fuse always on? blowing
AV-4.13.2.a Module Blows below rated current Local Autonomy 2) Critical loads have redundant power paths, so a X
. single fuse blowing would not cause a critical load to
Would not help with fail
instruments
. . 1) Circuit breakers are used to prevent fuses from
. . Consider having an over- .
FET Slice 1- Fuse Failure to blow (assumes a failure current rule for each blowing
AV-4.13.2.b inthe load, causing ittodrawa  iLocal . N . Autonomy 2) Critical loads have redundant power paths, so a X
Module . switched load with CB in N : .
high current) single fuse blowing would not cause a critical load to
order to protect the fuse? fail
EPS
Relay command (only changes None - loss of
Inputs Bus Junction Slice when a fault occurs and it needs iNone None Ground ? ? ? None None None None mission, but
to change state) double fault
Solar arrays would
Solar Array !
Inputs N Solar array power None None None None None None None None None None None extend to increase
Junction Card 1
voltage
G&C
Input message not received or Redundant heads may not help because the parameters;
processed. (The solar limb are probably the same for both sides of the head.
sensors may need some Redundant electronics might help if the other side of
information from the the electronics doesn't have the internal problem that
avionics/FSW to set gains or causes it to miss getting updated parameters. But then
parameters that are used in we have to figure out how to pick the "right" data from
Sun offset angle from the two readings from each side.
cell intensity readings. A fault on
Solar Limb Sensor the s/c side or inside the solar 1) NO"® 1) None 1) None 1) None Might be able to do in-flight calibration at larger solar
GC-2.1.a . N 2) Local 2) Power cycle SLS 2) Autonomy None 2)? None None None None None N . . . .
A limb sensor that causes this 3) Local 3) Power cycle SLS 3) Autonomy 3)? distances, but unlikely since will be at the saturation
information to not be available limit for low intensity most of the time where we could
will cause problems for the solar attempt calibration. Trying to calibrate at small solar
limb sensor in that the angle distances would require intentionally going far enough
solutions coming out will be off Sun for the SLS head to see the Sun and generate
degraded. (cases where angle angle data - assuming that the star tracker and
solutions are grossly incorrect are ephemeris models would hold us at an attitude that
included in another section was still outside the s/c packaging umbra and using the
below)) attitude and ephemeris info to get the "true" offset
angle to compare against the SLS offset angle.
For this case, we are assuming that the failed wheel is
still actively rotating and not in the way the controller
commanded it to. The best first action may depend on
how the wheel is not responding. If we see that a wheel:
is ramping up to max speed, it might be better just to
turn it off than to try switching sides. Some wheels
have a built-in feature to turn off when a max speed is
reached (which is over the max possible command). A
side switch might fix a problem with direction or
magnitude part of the torque command being frozen. |
don't think the wheel itself will have internally
GC-41b Rxn Wheel 1 Case 1: Incorrect force/torque redundant ccfmrvand interface.s that coul.d be syvitched E
exerted on spacecraft If the wheel is still not responding after side switch,
power off the wheel and set it unavailable to the
control system. In theory we can take one wheel out of
the loop and still control with 3 wheels only. May need
a momentum dump sooner when down to 3 wheels.
If 2 or more wheels fail, we switch to thrusters for
attitude control.
If we are able to reliably detect that the wheel persists
in not responding to togrue commands, we should shut
it down. We may take other actions first to be sure it's
really not able to respond normally.
GCalc Rxn Wheel 1 Case 2: Incorrect force/torque

exerted on spacecraft
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isolation valve

system. Opens following launch to allow
coolant into radiators 1 and 4 and solar arrays.

commanded to open

failure; 7) Autonomy failure; 8)
Failed sequence

coolant is available to the TCS.

mission.

2) Loop temp sensors detect loss
of cooling

Effect ion Method
FMEA ID Name Function Failure Mode / Limit / Constraint Possible Causes Phase Local Next Higher Mission Umbra Violation Type of FM Observable How Observed? Tim for Diagnosis Tim Path for Time to Detect Time to
Severity Diagnosis (Local) Detect
(System)
The controller will mistakenly
keep sending commands to all
PR " the wheels. The other wheels iLoss of mission in the worst
Direction reversed, magnitude . ) "
: . e P will try to counter the effect of icase - even if solar limb
correct - error in wheel interface Wheel will spin in opposite direction from 3 L
. A the wheel that's outputting its isensors detect the umbra
electronics; most wheels have commanded direction and exert a torque . L o
: A N . N torque in the wrong direction. iviolation it may not be
Case 3: Incorrect force/torque separate inputs for the direction that fights against the desired control. . . N ) P
GC-4.1.d Rxn Wheel 1 ) . ! N They will probably succeed if ~icorrectable in the time Probably not in this case. 2
exerted on spacecraft and magnitude of the Won't necessarily reach saturation (max y . " .
R > they aren't close to saturation javailable depending on how
torque that are speed) since direction sign can still change; . .
robably processed senarately in with time when this occurs. There should iwe design the auto dump
P Ve . P v be time for G&C software to logic and fault checks for
the wheel electronics. : .
detect wheel is not responding iwheels
and request action from
autonomy.
Wheel will spin in correct direction from  iMight be survivable if low Loss of mission in the worst
" L commanded direction but torque magnitude - wheel will oscillate icase - even if solar limb
Magnitude stuck, direction ! °
. magnitude will be larger or smaller than :between + and - values. If sensors detect the umbra
correct; responding only to s i -en rant .- cnsors &
N commanded. Won't necessarily reach magnitude is high, this might :violation it may not be " . »
Case 4: Incorrect force/torque idirection part of command, but " >earty reas ! X i N Possible, but less likely if torque
GC-4.1e Rxn Wheel 1 ; . saturation (max speed) since direction just drive one of the other correctable in the time ) . 2
exerted on spacecraft non-zero magnitude; include N : o . ) ) ! - magnitude is lower.
sign can still change with time. It's wheels to saturation and ifa  iavailable depending on how;
both max and below max ) o ! S ;
- essentially adding in some disturbance  imomentum dump isn't we design the auto dump
magnitude values. . N
torque that can work with the system or :performed before 2 wheels logic and fault checks for
against it. saturate, we lose controllability iwheels
o a) Possible if failed wheel is still
Wheel responding significantly _ L ] Po ]
. a) If wheel is sluggish, it puts out less considered available, but
out-of-spec - magnitude and -
N torque than commanded and may a) Turns will take longer to depends on momentum state of:
direction of torque command are ’ |
consume more power as the motor works :complete, may deviate more system when wheel failure
correct, but torque output to . R .
. N to overcome bigger loss effects. from target attitude than occurs and timing of
spacecraft deviates from it ) -~ I )
" . e desired as remaining wheels Loss of mission in the worst imomentum dump logic and
a) Localized increase in friction in o s - ] v )
. b) If wheel is "energetic", it puts out more iwork to pick up the slack from :case - even if solar limb wheel fault logic (to turn off
parts of flywheel rotation; ) - ) ]
. P torque than commanded. (unlikely - the one sluggish wheel. sensors detect the umbra  imisbehaving wheel)
general increase in friction o ) e
Case 5: Incorrect force/torque causing wheel to be sluggish bot usually it's the losses that are bigger than violation it may not be
GC-4.1.f Rxn Wheel 1 a 8 88 N expected). b) Turns may complete faster. icorrectable in the time b) Possible if failed wheel is still 2
exerted on spacecraft not enough to completely stop it . . 8 .
. available depending on how:considered available, but
from moving. _ - ) - ;
. c) If wheel is erratic, it essentially acts as aic) Hard to predict without we design the auto dump  idepends on momentum state of:
b) Imbalance causing very ) ) . !
. . random disturbance torque on the guessing at the nature of the  logic and fault checks for  isystem when wheel failure
irrecular rotation of flywheel. o N ” X o -
. . system. Sometimes it may contribute to :erratic behavior. But if it's wheels occurs and timing of
c) Electric motor failure - ) " .
) N o what the controller wants done, but not  iintermittent even at max momentum dump logic and
intermittent glitch in motor . .
N N . reliably so. Wheel may consume more torque, the other 3 wheels wheel fault logic (to turn off
configuration causes very erratic N N . s .
power depending on how the erractic should be able to counter it. misbehaving wheel)
resopnse to the wheel torque ] o
behavior manifests itself.
commands. " R
c) Unlikely in this case
Cooling
Stores coolant water prior to system charge; N2 bubbles getting into the
Provides thermal expansion and loop leakage coolant loop could cause
) P L P 8 1) Over stress (ext induced); . ) I P N . 1) Pump delta-p sensor and/or
compensation. Coolant is internal to the h N The bellows will extend to its neutral no- cavitation of the active pump iRedundant pump failures
L 2) Contaminants induced; - . L ) - current and temp sensors detect
accumulator tank bellows and the fluid is i load position; Interchanging and mixing of i (items PM1/PM2); Decrease or :due to cavitation common rent
TCS-ACCU-1 Accumulator N . Cross-bellows Internal Leakage 3) Corrosion; All . . ) /A 2 cavitation;
expelled using a fixed N2 gas charge that is . fluids between N2 and coolant cavities loss of flow would lead to rise icause would lead to loss
- 4) Fatigue; . . . 2) Loop temp sensors detect
applied between the bellows and the tank ) due to temperature excursions. in loop temperatures and TCS and mission. "
. . N 5) Material/process (weld) flaw. T, degraded cooling
shell. Holds TBD in3 min. of coolant; TBD psig potential inability to meet solar
MDP; Bellows neutral position is TBD. array cooling needs.
. 1) Tank pressure and temperature
Stores coolant water prior to system charge;
© 0 sensors detect loss of coolant;
Provides thermal expansion and loop leakage .
N . : Redundant pump failures 2) Pump delta-p sensor and/or
Coolant is internal to the 1) Over stress (ext induced); N P -
P Ny Potential pump cavitation and idue to cavitation common current and temp sensors detect
accumulator tank bellows and the fluid is 2) Corrosion; Coolant leaks to external from the . -
TCS-ACCU-2 Accumulator . N . External Coolant Leakage . All eventual loss of cooling cause and loss of coolant ~ iN/A 2 cavitation;
expelled using a fixed N2 gas charge that is 3) Fatigue; accumulator. ™~ .
" ) capability. would lead to loss TCS and 3) P2 detects loss of main loop
applied between the bellows and the tank 4) Material/process (weld) flaw. .
T, . mission. pressure.
shell. Holds TBD in3 min. of coolant; TBD psig 4) Loop temp sensors detect loss
MDP; Bellows neutral position is TBD. ptemp
of cooling
. 1) Tank pressure sensor detects
Stores coolant water prior to system charge; .
. . — loss of pressurization;
Provides thermal expansion and loop leakage Unable to maintain a net i
) L . e . Redundant pump failures 2) Pump delta-p sensor and/or
compensation. Coolant is internal to the 1) Over stress (ext induced); positive pump input pressure o
L . . . due to cavitation common current and temp sensors detect
accumulator tank bellows and the fluid is 2) Corrosion; Gas leaks to external from the resulting in pump cavitation. -~
TCS-ACCU-3 Accumulator N . External Gas Leakage . All L L N cause or loss of coolant due iN/A 2 cavitation;
expelled using a fixed N2 gas charge that is 3) Fatigue; accumulator, resulting in loss of pressure. {Inability to provide thermal for .
- N N . to rupture would lead to 3) P2 detects loss of main loop
applied between the bellows and the tank 4) Material/process (weld) flaw. expansion could result in o wree!
. . N loss TCS and mission. pressurization;
shell. Holds TBD in3 min. of coolant; TBD psig bellows rupture.
R 4) Loop temp sensors detect loss
MDP; Bellows neutral position is TBD. .
of cooling
. 1) Tank pressure and temperature
Stores coolant water prior to system charge;
. . L A sensors may detect pressure
Provides thermal expansion and loop leakage Inability to expand during high temp . .
. ) Redundant pump failures fluctuations due to temperature
Coolant is internal to the . operation could cause bellows over N P - .
o 1) Jammed bellows (interference 3 Potential pump cavitation and idue to cavitation common excursions;
accumulator tank bellows and the fluid is . . pressure and potential rupture. .
TCS-ACCU-4 Accumulator ! N X Fails to Expand/Contract of moving parts); All eventual loss of cooling cause or loss of coolant due iN/A 2 2) Pump delta-p sensor and/or
expelled using a fixed N2 gas charge that is N .
. 2) Contamination. o . capability. to rupture would lead to current and temp sensors detect
applied between the bellows and the tank Inability to contract during low temp L -~
e o 3 Y emp loss TCS and mission. cavitation;
shell. Holds TBD in3 min. of coolant; TBD psig operation could cause pump cavitation.
I 3) Loop temp sensors detect loss
MDP; Bellows neutral position is TBD. .
of cooling
1) Tank pressure and temperature
sensors may detect loss of coolant
Valve is launched closed and isolates the 1) Contamination; 2) Seal failure; Rupture due to freezin, into the m;n lo0p;
Accumulator coolant in the accumulator from the rest of thei _ 3) FSW Failure; 4) Electrical/ Coolant would be allowed into the main iCoolant would freeze, P . 8 P
TCS-LV1-1 I N Fails open Py 1 e - ! results in loss of TCSand ~ iN/A 2 2) Pump delta-p sensor and system;
isolation valve system. Opens following launch to allow Electronics failure; 5) Autonomy loop before it is desired. potentially leading to rupture. o .
. iy ¥ ¥ mission. pressure and temp sensors will all
coolant into radiators 1 and 4 and solar arrays. failure; 6) Failed sequence .
detect rupture resulting in loss of
TCs.
1) Tank pressure and temperature
sensors may detect loss of coolant
Valve is launched closed and isolates the Sufficient coolant leaks into . : v
X ) : Rupture due to freezing into the main loop;
Accumulator coolant in the accumulator from the rest of the _— " Coolant would be allowed into the main :system to cause a blockage .
TCS-LV1-2 i N Internal leakage (large leak) 1) Contamination; 2) Seal failure (Al neneal ! N results in loss of TCSand ~ iN/A 2 2) Pump delta-p sensor and system;
isolation valve system. Opens following launch to allow loop before it is desired. when it freezes, potentially o .
. y ! mission. pressure and temp sensors will all
coolant into radiators 1 and 4 and solar arrays. leading to rupture. .
detect rupture resulting in loss of
TCs.
1) Contamination; 2) Jamming; 3,
Valve is launched closed and isolates the ) . . ) 8; 3) 1) Pump delta-p sensor detects
Accumulator  icoolant in the accumulator from the rest of theValve stays closed when Binding; 4) Seal failure; 5) FSW Ressend command to open 1 oo ot s, L ggs of loss of flow;
TCS-LV1-4 ¥ Failure; 6) Electrical/ Electronics All Valve stays closed. valve, but if failure persists, no N/A 2 4

Category 1s and 2s - 111 of 317




FMEA ID

Name

Function

Failure Mode / Limit / Constraint

Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

Quick Look

Response Level

Desired Local Response

Allocation of Local
Response

Time to fix locally

Time to Transmit
Signal

Desired System
Response

Allocation of System
Response

Time to fix
system

Time to
Transmit
signal

Ground Response /
Contingency

System Side
Switch

Processor Switch

Safe Mode

Remediation

Helpful Autonomy
Rule

Comments - KAF

GC-4.1.d

Rxn Wheel 1

Case 3: Incorrect force/torque
exerted on spacecraft

Will do polarity tests pre-launch that should detect mis-
wiring or miscommunication between control software
and wheels, but | guess it's possible that something can
break or be affected by environment to introduce
errors in the command chain.

These are really errors in how we wire up the command
interface to the wheels. The vendors would not give us
a wheel that responded in the reverse direction to the
interface in their ICDs and other documentation. |
suppose something in the electronics could
spontaneously flip that might cause this, but a
miswiring on our side is more likely.

GC-4.1.e

Rxn Wheel 1

Case 4: Incorrect force/torque
exerted on spacecraft

GC-4.1.f

Rxn Wheel 1

Case 5: Incorrect force/torque
exerted on spacecraft

Cooling

TCS-ACCU-1

Accumulator

Stores coolant water prior to system charge;
Provides thermal expansion and loop leakage
compensation. Coolant is internal to the
accumulator tank bellows and the fluid is
expelled using a fixed N2 gas charge that is
applied between the bellows and the tank
shell. Holds TBD in3 min. of coolant; TBD psig
MDP; Bellows neutral position is TBD.

Cross-bellows Internal Leakage

Seconds/minutes

N/A

None

Historically this has been an accepted risk in similar
spaceflight applications, based on it's a highly reliable
all welded pressure barrier metal bellow assembly
design, rigourous design stress analyses, manufacturing
process controls, mandatory hardware inspection
points, and qual/accept tests.

TCS-ACCU-2

Accumulator

Stores coolant water prior to system charge;
Provides thermal expansion and loop leakage
ion. Coolant is internal to the

accumulator tank bellows and the fluid is
expelled using a fixed N2 gas charge that is
applied between the bellows and the tank
shell. Holds TBD in3 min. of coolant; TBD psig
MDP; Bellows neutral position is TBD.

External Coolant Leakage

Seconds/minutes

N/A

None

TCS-ACCU-3

Accumulator

Stores coolant water prior to system charge;
Provides thermal expansion and loop leakage
compensation. Coolant is internal to the
accumulator tank bellows and the fluid is
expelled using a fixed N2 gas charge that is
applied between the bellows and the tank
shell. Holds TBD in3 min. of coolant; TBD psig
MDP; Bellows neutral position is TBD.

External Gas Leakage

Seconds/minutes

N/A

None

TCS-ACCU-4

Accumulator

Stores coolant water prior to system charge;
Provides thermal expansion and loop leakage
Coolant is internal to the

accumulator tank bellows and the fluid is
expelled using a fixed N2 gas charge that is
applied between the bellows and the tank
shell. Holds TBD in3 min. of coolant; TBD psig
MDP; Bellows neutral position is TBD.

Fails to Expand/Contract

Seconds/minutes

N/A

None

TCS-LV1-1

Accumulator
isolation valve

Valve is launched closed and isolates the
coolant in the accumulator from the rest of the
system. Opens following launch to allow
coolant into radiators 1 and 4 and solar arrays.

Fails open

Minutes

N/A

None

TCS-LV1-2

Accumulator
isolation valve

Valve is launched closed and isolates the
coolant in the accumulator from the rest of the
system. Opens following launch to allow
coolant into radiators 1 and 4 and solar arrays.

Internal leakage (large leak)

Minutes

N/A

None

TCS-LV1-4

Accumulator
isolation valve

Valve is launched closed and isolates the
coolant in the accumulator from the rest of the
system. Opens following launch to allow
coolant into radiators 1 and 4 and solar arrays.

Valve stays closed when
commanded to open

Minutes

N/A

None

Redundant, independent opening electronics. This
would require two failures.
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Effect ion Method
FMEA ID Name Function Failure Mode / Limit / Constraint Possible Causes Phase Local Next Higher Mission Umbra Violation Type of FM Observable How Observed? Tim for Diagnosis Tim Path for Time to Detect Time to
Severity Diagnosis (Local) Detect
(System)
Rupture due to high
temperatures leads to loss 1) Tank pressure and temperature
The system loses access to the
: : . of coolant, loss of TCS, and sensors detect loss of coolant due
Valve is launched closed and isolates the " " accumulator, resulting in .
. Mechanical failure (cannot be . loss of mission. to rupture;
Accumulator coolant in the accumulator from the rest of the }Valve closes when not potential rupture or pump
TCS-LV1-5 . . . to close after All Valve closes. . N/A 2 2) Pump delta-p sensor detects
isolation valve system. Opens following launch to allow to close oo cavitation as a result of —
. " ground testing is completed) N Pump cavitation due to low loss of flow;
coolant into radiators 1 and 4 and solar arrays. high/low temperature
. . temperatures leads to 3) Loop temp sensors detect loss
excursions, respectively. " g
pump failures, loss of TCS, of cooling
and loss of mission.
1) Tank pressure and temperature
sensors detect loss of coolant;
Redundant fail 2) P delta-| d,
Valve is launched closed and isolates the - N - ecundant pump fatures ) Pump delta-p sensor and/or
. 1) Over-stress; 2) Corrosion; 3) Potential pump cavitation and idue to cavitation common current and temp sensors detect
Accumulator coolant in the accumulator from the rest of the N - . -
TCS-LV1-6 . . . External leakage Fatigue; 4) Material/process or All Coolant leaks to space. eventual loss of cooling cause and loss of coolant  {N/A 2 cavitation;
isolation valve system. Opens following launch to allow . i~ .
. " weld flaw; 5) Seal failure capability. would lead to loss TCS and 3) P2 detects loss of main loop
coolant into radiators 1 and 4 and solar arrays. N
vehicle. pressure;
4) Loop temp sensors detect loss
of cooling
From initial cooling
Valve is launched closed and isolates radiators 1) Contamination; 2) Seal failure; isystem activation . N : : Pump delta-p sensor and system
. . y ° - Coolant would be allowed into the loop  {Potential coolant freezing, Rupture due to freezing N
Upstream radiator {2 and 3 on the upstream side. Opens about 1 . 3) FSW Failure; 4) Electrical/ (radiators 1 & 4) . . L N . . pressure and temp sensors will all
TCs-LV2-1 g | o N Fails open b > ) containing Radiators 283 before it is potentially leading to rupture iresults in loss of TCSand ~ iN/A 2 °nse
isolation valve month into the mission to allow coolant into Electronics failure; 5) Autonomy ithrough final cooling . N detect rupture resulting in loss of
i ¥ ¥ e desired. and subsequent leakage. vehicle
radiators 2 and 3. failure; 6) Failed sequence system activation TCs.
(radiators 2 & 3)
. " 1) Tank pressure and temperature
From initial cooling
. . . L . ) sensors may detect loss of coolant
Valve is launched closed and isolates radiators system activation . Sufficient coolant leaks into . N "
. ! - Coolant would be allowed into the loop Rupture due to freezing into the main loop;
Upstream radiator ;2 and 3 on the upstream side. Opens about 1 _— . (radiators 1 & 4) . . L system to cause a blockage .
TCS-LV2-2 R | s N Internal leakage (large leak) 1) Contamination; 2) Seal failure > . containing Radiators 2&3 before it is " N results in loss of TCSand ~ iN/A 2 2) Pump delta-p sensor and system;
isolation valve month into the mission to allow coolant into through final cooling . when it freezes, potentially o .
: . desired. " mission. pressure and temp sensors will all
radiators 2 and 3. system activation leading to rupture. .
N detect rupture resulting in loss of
(radiators 2 & 3)
TCs.
— . 1) Pump delta-p sensor detects
. . . 1) Contamination; 2) Jamming; 3) ) P P
Valve is launched closed and isolates radiators -~ . N " Re-send command to open loss of flow;
. ! Binding; 4) Seal failure; 5) FSW  :From final cooling e ’
Upstream radiator ;2 and 3 on the upstream side. Opens about 1 :Valve stays closed when - . . . valve, but if failure persists, no iLoss of TCS. Loss of 2) Loop temp sensors detect loss
TCS-LV2-4 . ) . .. . Failure; 6) Electrical/ Electronics isystem activation Valve stays closed. 3 : ) o N/A 2 .
isolation valve month into the mission to allow coolant into  icommanded to open . . y coolant is available to radiators imission. of cooling
" failure; 7) Autonomy failure; 8) i (radiators 2 & 3) on. ne-
radiators 2 and 3. - 2&3. 3) Position indicator on LV
Failed sequence oS
indicates closed state
1) Pump delta-p sensor detects
Valve is launched closed and isolates radiators . . . . loss of flow;
. . Mechanical failure (cannot be From final cooling
Upstream radiator {2 and 3 on the upstream side. Opens about 1 :Valve closes when not . The system loses access to Loss of TCS. Loss of 2) Loop temp sensors detect loss
TCS-LV2-5 . ) . .. . to close after system activation Valve closes. ) o N/A 2 .
isolation valve month into the mission to allow coolant into  icommanded to close . ) Radiators 2 & 3. mission. of cooling
. ground testing is completed) (radiators 2 & 3) on. B
radiators 2 and 3. 3) Position indicator on LV
indicates closed state
1) Tank pressure and temperature
sensors detect loss of coolant;
Redundant fail 2) P delta-| d,
Valve is launched closed and isolates radiators . . N N - ecundant pump fatures ) Pump delta-p sensor and/or
. . 1) Over-stress; 2) Corrosion; 3) ~ iFrom initial cooling Potential pump cavitation and idue to cavitation common current and temp sensors detect
Upstream radiator {2 and 3 on the upstream side. Opens about 1 . . - . -
TCS-LV2-6 . ) . . . External leakage Fatigue; 4) Material/process or ~ isystem activation Coolant leaks to space. eventual loss of cooling cause and loss of coolant  {N/A 2 cavitation;
isolation valve month into the mission to allow coolant into . ) - "
4 weld flaw; 5) Seal failure (radiators 1 & 4) on. capability. would lead to loss TCS and 3) P2 detects loss of main loop
radiators 2 and 3. .
vehicle. pressure;
4) Loop temp sensors detect loss
of cooling
Valve is launched closed and isolates radiators
Downstream . 1) Contamination; 2) Seal failure; Coolant may be allowed into the radiator :Potential coolant freezing, Rupture due to freezing :
" . . 2 and 3 on the downstream side. Opens about ;i _ . . . B N . . P3 detects pressure rise as coolant
TCs-Lv3-1 radiator isolation . o : Fails open/Internal leakage 3) Software Failure; 4) Electrical/ Al 2/3 segment of the cooling loop before it ipotentially leading to rupture iresultsin lossof TCSand ~ {N/A 2 .
1 month into the mission to allow coolant into " . : t N leaks in
valve . Electronics failure is desired. and subsequent leakage. vehicle
radiators 2 and 3.
Inability to supply coolant
to radiators 2 and 3 results
Downstream Valve is launched closed and isolates radiators 1) Contamination; 2) Jamming; 3) in inability to handle
. . . 2 and 3 on the downstream side. Opens about i _ . Binding; 4) Seal failure; 5) Valve doesn't open when commanded, or :Loss of flow to radiators 2 and . Y . Loop temp sensors detect failure
TCS-LV3-2 radiator isolation . . . Fails closed . . All . nominal heat loads, which iN/A 2 .
1 month into the mission to allow coolant into Software Failure; 6) Electrical/ valve closes inadvertently. 3. to supply flow to radiators 2 and 3.
valve : . " eventually leads to loss of
radiators 2 and 3. Electronics failure N
vehicle when the TCS can
no longer keep up.
1) Tank pressure and temperature
sensors detect loss of coolant after
LV2 has been opened;
. . . Redundant pump failures P
Valve is launched closed and isolates radiators § § L o 2) Pump delta-p sensor and/or
Downstream . 1) Over-stress; 2) Corrosion; 3) Coolant leaks to external from the Potential pump cavitation and :due to cavitation common
. . . 2 and 3 on the downstream side. Opens about . . " . - ) current and temp sensors detect
TCS-LV3-3 radiator isolation . . . External leakage, upstream side  iFatigue; 4) Material/process or Al downstream side of the valve beginning :eventual loss of cooling cause and loss of coolant  iN/A 2 -
1 month into the mission to allow coolant into . I~ cavitation;
valve . weld flaw; 5) Seal failure when LV2 and LV3 are opened. capability. would lead to loss TCS and .
radiators 2 and 3. N 3) P2 detects loss of main loop
vehicle.
pressure.
4) Loop temp sensors detect loss
of cooling
1) Tank pressure and temperature
sensors detect loss of coolant after
LV1 has been opened;
. . . Redundant pump failures P
Valve is launched closed and isolates radiators . § L o 2) Pump delta-p sensor and/or
Downstream . 1) Over-stress; 2) Corrosion; 3) Coolant leaks to external from the Potential pump cavitation and :due to cavitation common
VISTEAM i3 and 3 on the downstream side. Opens about :External leakage, downstream - ) ) - N current and temp sensors detect
TCS-LV3-4 radiator isolation . . . ) Fatigue; 4) Material/process or :All downstream side of the valve beginning :eventual loss of cooling cause and loss of coolant  iN/A 2 -
1 month into the mission to allow coolant into iside : X I~ cavitation;
valve . weld flaw; 5) Seal failure when LV1 is opened post launch. capability. would lead to loss TCS and .
radiators 2 and 3. . 3) P2 detects loss of main loop
vehicle.
pressure.
4) Loop temp sensors detect loss
of cooling
If the leakage is severe
8 o 1) Pump delta-p sensor detects
Degraded flow performance enough, then inability to flow degradation;
Check valve prevents back flow through the 1) Ball/seat deformation; 2) Some coolant recirculation flow is handle nominal heat loads !
TCS-CV1-1 Pump check valve i . Internal Leakage A All through the solar arrays and . . " N/A 2 2) Loop temperature sensors
inactive pump leg Contamination allowed through the check valve. ° is possible, leading to loss N
radiators. 3 detect degraded cooling
of vehicle when the TCS can
performance
no longer keep up.
1) Tank pressure and temperature
sensors detect loss of coolant after
LV1 has been opened;
Redundant pump failures g
§ . o o 2) Pump delta-p sensor and/or
Check valve prevents back flow through the 1) Over-stress; 2) Corrosion; 3) Coolant leaks to external beginning when | Ote"tial PumP cavitation and idue to cavitation common current and temp sensors detect
TCS-CV1-4 Pump check valve P s External Leakage Fatigue; 4) Material/process or iAll 8 J eventual loss of cooling cause and loss of coolant  iN/A 2 P

inactive pump leg

weld flaw; 5) Seal failure

LV1 is opened post launch.

capability.

would lead to loss TCS and
vehicle.

cavitation;
3) P2 detects loss of main loop
pressure.

4) Loop temp sensors detect loss
of cooling
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Quick Look
FMEA ID Name Function Failure Mode / Limit / Constraint System Side :Processor Switch i Safe Mode Remediation Helpful Autonomy  Revisit Comments - KAF
Switch Rule
Valve is launched closed and isolates the
TCS-LVS .Accurvulator coolant in the accumu!atm from the rest of theiValve closes when not Minutes N/A None
isolation valve isystem. Opens following launch to allow to close
coolant into radiators 1 and 4 and solar arrays.
Valve is launched closed and isolates the
TCS-LVI-6 .Accur!'\ulator coolant in the accumu'lator from the rest of the External leakage Seconds/minutes N/A None
isolation valve system. Opens following launch to allow
coolant into radiators 1 and 4 and solar arrays.
Valve is launched closed and isolates radiators
TCs-v2-1 Upstream radiator :2 and 3 on the upstream side. Opensabout1 iy o Minutes N/A None Can adjust vehicle orientation to prevent freezing
isolation valve month into the mission to allow coolant into
radiators 2 and 3.
Valve is launched closed and isolates radiators
TCS-LV2-2 Upstream radiator ;2 and 3 on the upstream side. Opensabout1 4 1 jooicace (large leak) Minutes N/A None Can adjust vehicle orientation to prevent freezing
isolation valve month into the mission to allow coolant into
radiators 2 and 3.
Valve is launched closed and isolates radiators
TeS-LV2-4 Ppstr?am radiator ;2 and 3,0" the up.strfaam side. Opens ab&.)ut 1 :Valve stays closed when Minutes
isolation valve month into the mission to allow coolant into  icommanded to open
radiators 2 and 3.
Valve is launched closed and isolates radiators
TES-LV2-5 Ppstr?am radiator ;2 and 3,0" the up.strfaam side. Opens ab&.)ut 1 :Valve closes when not Minutes
isolation valve month into the mission to allow coolantinto  icommanded to close
radiators 2 and 3.
Valve is launched closed and isolates radiators
TCS-LV2-6 Ppstr?am radiator ;2 and 3,0" the up.strfaam side. Opens ab&.)ut 1 External leakage Seconds/minutes
isolation valve month into the mission to allow coolant into
radiators 2 and 3.
Valve is launched closed and isolates radiators
DoWnStream 45 .14 3 on the downstream side. Opens about
TCS-LV3-1 radiator isolation . .. - Op . Fails open/Internal leakage Minutes N/A None Can adjust vehicle orientation to prevent freezing
valve 1 month into the mission to allow coolant into
radiators 2 and 3.
Valve is launched closed and isolates radiators
Downstream 2 and 3 on the downstream side. Opens about
TCS-LV3-2 radiator isolation . . - Op . Fails closed Minutes N/A None
1 month into the mission to allow coolant into
valve N
radiators 2 and 3.
Valve is launched closed and isolates radiators
Downstreéam 4, .14 3 on the downstream side. Opens about
TCS-LV3-3 radiator isolation . . - Op . External leakage, upstream side Seconds/minutes N/A None
Jalve 1 month into the mission to allow coolant into
radiators 2 and 3.
Downstream Valve is launched closed and isolates radiators
2 and 3 on the d t ide. O bout ;Exte | leak: d t
TCS-LV3-4 radiator isolation i u_" © Dw.ns .ream side. Opens a‘ ou x ernal leakage, downstream Seconds/minutes N/A None
1 month into the mission to allow coolant into iside
valve ;
radiators 2 and 3.
Check val its back flow th h thy
TCS-CV1-1 Pump check valve . ec_ valve prevents back flow through the Internal Leakage Minutes N/A None
inactive pump leg
Check val its back flow th h thy
TCS-CV1-4 Pump check valve eck valve prevents back flow through the External Leakage Seconds/minutes N/A None

inactive pump leg
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Actuator

to have sufficient margin)

generates too much power
(different than expected),
potential overheating of wing
(cells burned)

time
2) lose mission

out too far

Battery state of
charge

How do we detect
power level?

Effect ion Method
FMEA ID Name Function Failure Mode / Limit / Constraint Possible Causes Phase Local Next Higher Mission Umbra Violation Type of FM Observable How Observed? Tim for Diagnosis Tim Path for Time to Detect Time to
Severity Diagnosis (Local) Detect
(System)
1) Pump cavitations; 2) Flow
Provides coolant flow through the solar arrays blockage; 3) High heat ) ) Ifa fire occurs, potential Potential loss of TCS and Loop temp sensors may provide an
TCS-PM1-4 Pump 1 and radiators Pump/motor overheat load/environment; 4) High All Potential for a fire damage to pump and ehicle 2 indirect indication that the pump is:
coolant temp; 5) Bearing surrounding equipment overheating
degradation
Pump current sensor and vehicle
. . . . If a fire occurs, potential . level overcurrent protection
Provides coolant flow through the solar arrays 1) Electronics failure; 2) Bearin, N . . Potential loss of TCS and .
TCS-PM1-5 Pump 1 * ¢ V* {overcurrent ) ) B Al Local heating, potential for a fire damage to pump and © 2 features (TBD) will catch many
and radiators drag . . vehicle o
surrounding equipment overcurrent scenarios in time to
allow for pump shutdown
1) Tank pressure and temperature
sensors detect loss of coolant after
LV1 has been opened;
Redundant pump failures P
§ . o o 2) Pump delta-p sensor and/or
. 1) Over-stress; 2) Corrosion; 3) Coolant leaks to external from the pump :Potential pump cavitation and :due to cavitation common
Provides coolant flow through the solar arrays - ) o ] N current and temp sensors detect
TCS-PM1-8 Pump 1 y External leakage Fatigue; 4) Material/process or :All beginning when LV1 is opened post eventual loss of cooling cause and loss of coolant 2 -
and radiators . o cavitation;
weld flaw; 5) Seal failure launch. capability. would lead to loss TCS and .
3 3) P2 detects loss of main loop
vehicle.
pressure.
4) Loop temp sensors detect loss
of cooling
1) Pump cavitations; 2) Flow
Provides coolant flow through the solar arrays blockage; 3) High heat ) ) Ifa fire occurs, potential Potential loss of TCS and Loop temp sensors may provide an
TCS-PM2-4 Pump 2 and radiators Pump/motor overheat load/environment; 4) High All Potential for a fire damage to pump and ehicle 2 indirect indication that the pump is:
coolant temp; 5) Bearing surrounding equipment overheating
degradation
Pump current sensor and vehicle
. . . . If a fire occurs, potential . level overcurrent protection
Provides coolant flow through the solar arrays 1) Electronics failure; 2) Bearin, N . . Potential loss of TCS and .
TCS-PM2-5 Pump 2 * ¢ V* {overcurrent ) ) B Al Local heating, potential for a fire damage to pump and © 2 features (TBD) will catch many
and radiators drag . . vehicle o
surrounding equipment overcurrent scenarios in time to
allow for pump shutdown
1) Tank pressure and temperature
sensors detect loss of coolant after
LV1 has been opened;
Redundant pump failures P
§ . o o 2) Pump delta-p sensor and/or
. 1) Over-stress; 2) Corrosion; 3) Coolant leaks to external from the pump :Potential pump cavitation and :due to cavitation common
Provides coolant flow through the solar arrays - ) o ] N current and temp sensors detect
TCS-PM2-8 Pump 2 and radiators External leakage Fatigue; 4) Material/process or iAll beginning when LV1 is opened post eventual loss of cooling cause and loss of coolant  iN/A 2 cavitation:
weld flaw; 5) Seal failure launch. capability. would lead to loss TCS and g .
3 3) P2 detects loss of main loop
vehicle.
pressure.
4) Loop temp sensors detect loss
of cooling
1) Tank pressure and temperature
sensors detect loss of coolant;
Redundant pump failures 2) Pump delta-p sensor and/or
Open for tank charging. Closed for the rest of 1) Over-stress; 2) Corrosion; 3) Potential pump cavitation and idue to cavitation common current and temp sensors detect
. o . . . . N - Coolant leaks to external from the manual . -
TCS-MV-3 Manual fill valve  ithe mission to provide a barrier against coolant:External leakage, tank side Fatigue; 4) Material/process or All Jalve eventual loss of cooling cause and loss of coolant  {N/A 2 cavitation;
leakage to exterior. weld flaw; 5) Seal failure capability. would lead to loss TCS and 3) P2 detects loss of main loop
vehicle. pressure.
4) Loop temp sensors detect loss
of cooling
Telecomm
No RF or degraded RF signal.
Ground would notice lack or
. . Ground detects data errors,
1) Mechanical failure in device No output to expected device from degradation of signal and Eventually overwhelm SSRs incorrect power, or loses None - degraded
T™M-4.1.a Ka-Band HYB-2 No output / incorrect output N . N command RF to switch sides  idue to only having fanbeamN/A 2 None y ’ None None None
2) Failure at waveguide flange Hybrid. N . downlink. Autonomy would not  :performance
and/or switch Ka-band TWTAs, idownlink.
N react.
but degraded signal would
remain even after switch.
S/C unable to return data in a
N " ' B None
N . . timely fashion. Ground would . 2 - if data return is too low
. . 1) Material defect Antenna fails to send/receive ) Mission success severely e . Yes. (After process
TM-9.1.a HGA Antenna Mechanical failure . I attempt to switch antenna . /A 3 - if science requirements None o No more comm to/from HGA. ) None None None
2) Dust strike communications. P impacted by data rate loss. ) of elimination) Loss of comm with
polarization, but would not can still be met HGA
correct problem.
t 5 None
Poor perfomance (either less power or | RuN 2t lower data rates. Mission success severel 2-if data return s too low Yes. (After process iGround would see lower power or
TM-9.1.b HGA Antenna Degraded performance P . P Ground would switch antenna . v N/A 3 - if science requirements None o p . P . None None None
corrupted signal) - impacted by data rate loss. . of elimination) corrupted signal Loss of comm with
polarization. can still be met
HGA
Mech
Potentiomet
1) if SA needs to move out, . otentiometer
N - 1) eventually drain battery, telemetry ;
1) bad/bound generates insufficient power
) . . ) 3 may be able to slew s/c to N . redundant ECU
Solar Array Flap . bearing/mechanical failure . . 2) if SA needs to move in, . ) If in encounter, and SAs stuck . Potentiometer telemetry. Turn on
ME-1.1.1.1.a Fails to actuate when commanded: . EC Solar array stuck in position retain partial power for a 2 Active Yes telemetry ECU to REM 2 ?
Actuator 2) stepper motor failure generates too much power, time out too far redundant ECU for 3rd vote.
3) loose/separated connector potential overheating of wing ..
2) lose mission Battery state of
(cells burned)
charge
Potentiometer
1) if SA needs to move out, telemetry ;
. X generates insufficient power X redundant ECU
1) incorrect potentiometer " . 1) eventually drain battery,
. (different than required). telemetry
. reading N . may be able to slew s/c to N Power level, step count,
Solar Array Flap Incorrect actuation when . . . 2) if SA needs to move in, . . If in encounter, and SAs stuck . .
ME-1.1.1.1.b 2) residual torque (should have iE, C Solar array in incorrect position retain partial power for a 2 Active Yes (potentiometer telemetry). Turn ECU to REM ? ?
Actuator . . generates too much power N out too far Battery state of
sufficient margin) ) time on redundant ECU for 3rd vote.
" P (different than expected), . charge
3) Motor coil or winding is open . . . 2) lose mission
potential overheating of wing
(cells burned) How do we detect
power level?
Potentiometer
1) if SA needs to move out, telemetry ;
enerates insufficient power redundant ECU
& ) . P 1) eventually drain battery,
(different than required) telemetry
Solar Array Fla Holding torque exceeded (need 2) if SA needs to move in, may be able toslew s/cto . e and SAs stuck
ME-1.1.1.1.c v Hap Actuates when not commanded 8 torq E C Solar array in incorrect position . retain partial power for a . 2 Active Yes Power level ECU to REM 2 ?
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Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

Quick Look
FMEA ID Name Function Failure Mode / Limit / Constraint System Side :Processor Switch i Safe Mode Remediation Helpful Autonomy  Revisit Comments - KAF
Switch Rule
Providi lant flow thi h the sol
TCS-PM1-4 Pump 1 rovt e_s coorant flow through the sofar arrays Pump/motor overheat Minutes N/A None X
and radiators
TCS-PM1-5 Pump 1 Provlde.s coolant flow through the solar arrays Overcurrent Seconds N/A None X
and radiators
Providi lant flow thi h the sol
TCS-PM1-8 Pump 1 rovt e_s coorant Tlow through the so1ar arrays e ternal leakage Seconds/minutes N/A None
and radiators
Providi lant flow th h the sol
TCS-PM2-4 Pump 2 rovi e_s coolantlow throug © solararrays Pump/motor overheat Minutes N/A None X
and radiators
TCS-PM2-5 Pump 2 Provlde.s coolant flow through the solar arrays Overcurrent Seconds N/A None X
and radiators
Providi lant flow thi h the sol
TCS-PM2-8 Pump 2 rovt e_s coorant Tlow through the so1ar arrays e ternal leakage Seconds/minutes N/A None
and radiators
Open for tank charging. Closed for the rest of
TCS-MV-3 Manual fill valve  ithe mission to provide a barrier against coolant:External leakage, tank side Seconds/minutes N/A None
leakage to exterior.
Telecomm
Ground to monitor
T™-4.1.a Ka-Band HYB-2 No output / incorrect output Local / Ground  iRF side switch Ground None None None None performance; contingency
for RF side switch
Need to talk through all the
inati within RF
TM-9.1.a HGA Antenna Mechanical failure Local / Ground Contingency Procedure  iGround None None None None system that ground should
try when attempting to
reacquire
Need to talk through all the
i within RF
TM-9.1.b HGA Antenna Degraded performance Local / Ground Contingency Procedure  iGround None None None None system that ground should
try when attempting to
reacquire
Wech
If potentiometer and step During encounter:
count are mismatched, . . if tip current
. Power other ECU to compare potentiometer readings.
Solar Array Flaj turn on redundant ECU for If problem persists, If necessary, switch ECUs. sensors detect Discuss with FSW about
ME-1.1.1.1a v Flap Fails to actuate when commandediLocal 3rd vote; If third vote is  Autonomy umbra violation o Autonomy ? H None v g current, : W about
Actuator N ‘making on ECU "active'
correct power off primary LBSOC autonomously
. re-command, slew, coolant system change -
ECU otherwise system bring in solar
side switch??? arrays
If potentiometer and step During encounter:
count are mismatched, Power other ECU to compare potentiometer readings. :if tip current
. turn on redundant ECU for: If problem persists, If necessary, switch ECUs. sensors detect
Solar Array Flap Incorrect actuation when N ) -
ME-1.1.1.1b Actuator Local 3rd vote; If third vote is  {Autonomy umbra violation or ~ {Autonomy ? ? None current,
correct power off primary LBSOC re-command, slew, coolant system change, go back to :iautonomously
ECU otherwise system "home position" then re-count/recalibrate bring in solar
side switch??? arrays
If potentiometer and step During encounter:
count are mismatched, Power other ECU to compare potentiometer readings. :if tip current
turn on redundant ECU for: If problem persists, If necessary, switch ECUs. sensors detect L .
Solar Array Flap . . - This is designed to be non-
ME-1.1.1.1.c Actuator Actuates when not commanded :local 3rd vote; If third vote is  iAutonomy umbra violation or  iAutonomy ? ? None current, credible
correct power off primary LBSOC re-command, slew, coolant system change, go back to :iautonomously
ECU otherwise system "home position" then re-count/recalibrate bring in solar
side switch??? arrays
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Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

Effect ion Method
FMEA ID Name Function Failure Mode / Limit / Constraint Possible Causes Phase Local Next Higher Mission Umbra Violation Type of FM Observable How Observed? Tim for Diagnosis Tim Path for Time to Detect Time to
Severity Diagnosis (Local) Detect
(System)
1) Frangibolt fails to release
(electrically .
Potentiometer
redundant, so more concerned telemetry ;
with a mechanical fault) Lost mission (insufficient . v
Solar Array Flaj 2) Separation interfaces fail to ower/heat generated at 1 Potentiometer telemetry, battery iredundant ECU
ME-1.1.1.1.d Y Flap Launch locks fail to release P : Solar arrays are stuck stowed No/limited power to s/c power 8 N/A 2 Active Ves fails to charge. Turn on redundant itelemetry ECU to REM 2 ?
Actuator release completely (mechanical AU with only one solar
: ECU for 3rd vote.
clearance issues/unexpected array)
N . Battery state of
interferences) (probably adding charge
a push-off spring to ensure 8
deployment)
1) Temperature exceeds ~65C
and frangibolt releases
2) inadvertent command (no
power to safety bus until after With sufficient losses in
Solar Array Flaj Launch lock premature release May damage cells and/or
ME-1.1.1.1.e 'y Flap . P s/c separation from 3rd stage) L Array will not deploy, but will "chatter" V 8 / Solar Arrays and cooling N/A 2 None No N/A None None N/A N/A
Actuator (two tie downs) . cooling system e
3) Incorrect notch on frangibolt system, would lose mission
(controlled by 100% inspection
of notch by vendor, will add a
double-check to notch in I1&T)
1) eventually drain battery, Potentiometer
1) bad/bound 1) generates insufficient power imay be able to slew s/c to telemetry ;
) . ’ 2) generates too much power iretain partial power fora  i3) excessive feathering prevents . redundant ECU
Solar Array . bearing/mechanical failure . - . N ) . . N . Potentiometer telemetry. Turn on
ME-1.1.1.2.a Fails to actuate when commanded . c Solar array stuck in position 3) feathering makes it time; cooling system might {array from retracting 2 Active Yes telemetry ECU to REM ? ?
Feather Actuator 2) stepper motor failure ) " L redundant ECU for 3rd vote.
impossible for array to retract iget too cold sufficiently for encounter
3) loose/separated connector . .
sufficiently for encounter 2) overheat cooling system Battery state of
3) lose mission charge
Potentiometer
telemetry ;
1) eventually drain battery, v
: N . . redundant ECU
1) incorrect potentiometer 1) generates insufficient power imay be able to slew s/c to elemets
. reading 2) generates too much power iretain partial power fora  i3) excessive feathering prevents Power level, step count, 4
Solar Array Incorrect actuation when ! . - ) v h N . ) ) )
ME-1.1.1.2.b 2) residual torque (should have iC Solar array in incorrect position 3) feathering makes it time; cooling system might iarray from retracting 2 Active Yes (potentiometer telemetry). Turn ECU to REM ? ?
Feather Actuator . . X y . Battery state of
sufficient margin) impossible for array to retract iget too cold sufficiently for encounter on redundant ECU for 3rd vote. charge
3) Motor coil or winding is open sufficiently for encounter 2) overheat cooling system €
3) lose mission How do we detect
power level?
Potentiometer
telemetry ;
1) eventually drain battery, v
. . redundant ECU
1) generates insufficient power imay be able to slew s/c to elemet
" 2) generates too much power iretain partial power fora  i3) excessive feathering prevents i
Solar Array Holding torque exceeded (need o - ) v h ) : ) .
ME-1.1.1.2.c Actuates when not commanded L N C Solar array in incorrect position 3) feathering makes it time; cooling system might :array from retracting 2 Active Yes Power level ECU to REM ? ?
Feather Actuator to have sufficient margin) N ¥ - Battery state of
impossible for array to retract iget too cold sufficiently for encounter charge
sufficiently for encounter 2) overheat cooling system 8
3) lose mission How do we detect
power level?
1) if SA needs to move out, .
N - Potentiometer
generates insufficient power .
) . 1) eventually drain battery, telemetry ;
. . (different than required)
ECU commands ("commands' . . may be able to slew s/c to N Power level, step count, redundant ECU
Solar Array . - 2) if SA needs to move in, . . If in encounter, and SAs stuck . )
Inputs really are pulses of power to the Solar array in incorrect position retain partial power for a 2 Active Yes (potentiometer telemetry). Turn itelemetry ECU to REM ? ?
Feather Actuator generates too much power N out too far
motor) ) time on redundant ECU for 3rd vote.
(different than expected), .
. . . 2) lose mission Battery state of
potential overheating of wing charge
(cells burned) 8
Autonomy could
power up the other
ECU to check
1) bad/bound Would have difficulty redundant
Fails to actuate when commanded bearing/mechanical failure In some cases, may be able to :meeting minimum mission :If stuck at large enough angle, 2 - if data return is too low Potentiometer telemetry, ste potentiometer
ME-1.2.1.a HGA Gimbal (mechanical failure) 2) Exceeded life limit of bearing HGA stuck in position slew spacecraft to point HGA toiscience return could be an umbra violation 3 - if science requirements iActive Yes count VSR ltelemetry against ECU to REM ? ?
3) stepper motor failure Earth. requirements. Worst case, i(~90-102deg is safe) can still be met primary
4) loose/separated connector loss of science. potentiometer
telemetry and
motor step count
(3rd vote)
Would have difficulty Potentiometer
Fails to actuate when commanded:Short in redundant windings In some cases, may be able to imeeting minimum mission iIf stuck at large enough angle, 2 - if data return is too low Potentiometer telemetry, stel telemetry ;
ME-1.2.1.b HGA Gimbal > actua o cling: HGA stuck in position slew spacecraft to point HGA toscience return could be an umbra violation 3-if science requirements {Active Yes V:StePedundantECU  ECU to REM 2 ?
(electrical failure) within actuator (two failures) . . . count
Earth. requirements. Worst case, {(~90-102deg is safe) can still be met telemetry
loss of science.
1) Frangibolt fails to release
completely (mechanical failure of:
frangibolt) Difficulty in meeting
ME-1.2.1.g HGA Gimbal Launch locks fail to release 2) Separation interfaces failto ~ iC HGA stuck stowed Could slew s/c to use HGA. mission science data return {Would exceed "safe" angle 2 Yes Potentiometer telemetry
release completely (mechanical requirements.
clearance issues/unexpected
interferences)
1) Temperature exceeds ~65C Potential loss of science if
and frangibolt releases Dish may vibrate more than expected Reduced ability to return dish damaged, eventual lossiWhen bearing dies, if stuck in
ME-1.2.1.h HGA Gimbal Launch locks premature release N 8 L . v . P ) Y ) 8 . " g e u 2 No
2) inadvertent command (causing damage), gimbal may degrade  iscience data. of science with premature position outside of "safe
3) Incorrect notch on frangibolt failure of gimbal
1) launch lock released depending or\ orientation of potential damage to s/c, 2 if enough critical
fold, could hit s/c, shroud, loss of sensors, etc.; unless . : "
Deploys prematurely (detail to prematurely damage an instrument, might :failure corrects itself with components/ instruments When instruments powered, might
ME-2.1.1.b MAG Boom 2) Inadvertent command (safety- Boom would deploy . No are damaged Yes see damage caused by premature

come)

inhibited load - safety bus relay
can't be uninhibited by SW)

block thruster or instrument
FOV; could affect flight path or
thermal environment

release of shroud. Loss of
MAG sensor is not enough
to be a loss of science.

3 - if only loss of MAG
sensor

deployment
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Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

Quick Look
FMEA ID Name Function Failure Mode / Limit / Constraint System Side :Processor Switch i Safe Mode Remediation Helpful Autonomy  Revisit Comments - KAF
Switch Rule
If potentiometer and step
count are mismatched,
turn on redundant ECU for: If problem persists, N Could be mitigated by design
ME-1.1.1.1.d solar Array Flap Launch locks fail to release Local 3rd vote; If third vote is  {Autonomy ? umbra violation o Autonomy ? 2 None slew to Sun, oversized motor can bust through, if push springs were added -
Actuator N recommand frangibolt . .
correct power off primary LBSOC Weilun to consider
ECU otherwise system
side switch???
Solar A Fl Lz h lock ts |
ME-L111e or Arayep aunch lock pramature release iNone N/A N/A N/A None N/A N/A N/A N/A
Actuator (two tie downs)
If potentiometer and step During encounter:
N if tip current
count are mismatched, sensors detect
Solar Arra turn on redundant ECU for: If problem persists, current,
ME-1.1.1.2.a v Fails to actuate when commanded:Local 3rd vote; If third vote is  {Autonomy ? umbra violation or i{Autonomy ? ? None re-command, slew, coolant system change .
Feather Actuator N autonomously
correct power off primary LBSOC A
. bring in solar
ECU otherwise system arrays; go to "safe”
side switch??? ve; B o
feathering position
If potentiometer and step During encounter:
count are mismatched, if tip current
Solar Array Incorrect actuation when turn on redundant ECU for; Ifproblem persists, re-command, slew, coolant system change, go back to :°"5°® detect
ME-1.1.1.2.b Local 3rd vote; If third vote is  iAutonomy ? umbra violation or i{Autonomy ? ? None " L " current,
Feather Actuator ) home position" then re-count/recalibrate
correct power off primary LBSOC autonomously
ECU otherwise system bring in solar
side switch??? arrays
If potentiometer and step During encounter:
count are mismatched, if tip current
turn on redundant ECU for: If problem persists, sensors detect
Solar Array h ) - re-command, slew, coolant system change, go back to
ME-1.1.1.2.c Actuates when not commanded iLocal 3rd vote; If third vote is  iAutonomy ? umbra violation or - i{Autonomy ? ? None " L " current,
Feather Actuator N home position" then re-count/recalibrate
correct power off primary LBSOC autonomously
ECU otherwise system bring in solar
side switch??? arrays
If potentiometer and step During encounter:
count are mismatched, if tip current
ECU commands ("commands" turn on redundant ECU for: If problem persists, sensors detect
Solar Array h ) - re-command, slew, coolant system change, go back to
Inputs really are pulses of power to the :Local 3rd vote; If third vote is  iAutonomy ? umbra violation or iAutonomy ? ? None " e " current,
Feather Actuator ) home position" then re-count/recalibrate
motor) correct power off primary LBSOC autonomously
ECU otherwise system bring in solar
side switch??? arrays
If potentiometer and step
count are mismatched,
Fails to actuate when commanded; tur on redundant ECU for command to a
ME-1.2.1.a HGA Gimbal ) . Local 3rd vote; If third vote is  iAutonomy ? umbra violation Autonomy ? ? None re-command, slew Mempn
(mechanical failure) € safe" position
correct power off primary
ECU otherwise system
side switch???
If potentiometer and step
count are mismatched,
Fails to actuate when commanded; turn on redundant ECU for
ME-1.2.1.b HGA Gimbal (electrical failure) Local 3rd vote; If third vote is ~ {Autonomy ? umbra violation Autonomy ? ? None Each motor winding goes to a different ECU.
correct power off primary
ECU otherwise system
side switch???
ME-1.2.1.g HGA Gimbal Launch locks fail to release
If HGA and fan beams are permanently off-pointed
ME-1.2.1.h HGA Gimbal Launch locks premature release (boresight no longer aligns), would be able to
compensate with more DSN time.
ME2.1.1b MAG Boom Deploys prematurely (detail to X
come)
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Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

Effect ion Method
FMEA ID Name Function Failure Mode / Limit / Constraint Possible Causes Phase Local Next Higher Mission Umbra Violation Type of FM Observable How Observed? Tim for Diagnosis Tim Path for Time to Detect Time to
Severity Diagnosis (Local) Detect
(System)
If outside umbra, will
It It, bring thy |
One or more hinges jams or locks outgas, met, bring terma
load into s/c. Paticulate .
GNC might be able to tell from
One potential design has one matter, thermal load, mass properties, torque from solar
ME-2.1.1.c MAG Boom Partial deployment P Bn has one Boom would only partially deploy Loss of MAG boom outgassing, etc., are Yes 2 properties, tord
launch lock, one potential design . L . pressure, etc. Science team may
o potentially mission-ending.
has two launch locks. Revisit see thermal effects.
o Loss of the MAG sensor
after decision has been made.
does not equal loss of
science.
If entire command fails, ground
-send. A-side PDU
Command sent by both sides. No single ;arir;(:ssi: hav: f:i\ured .
Inputs MAG Boom Electrical fault electrical failure should prevent - v N M None N/A 2
deployment. an avionics (PDU) side switch
ployment. could allow command to be re-
sent.
_Propulsion
) Over time will decrease system | ¥ 5510n-ending with : ) Pressure decrease, wheels might  iCheck presssure
Service Valve 1 External leak (three seals would . . . complete loss of pressurant i Depends on amount of torque Passive - design
PR-1.1.a . N 1) Physical damage Leaking helium pressure, may torque s/c K N o 2 | Yes see an unexpected torque (long-  from P3 against N/A N/A
(SV1) (Pressurant) have to fail for this to occur) . or if enough torque is and timing with 3 seals . .
(depends on size of leak) ! term trending) previous reading?
applied
Over ti il d Mission-endi ith P d heels might iCheck
Service Valve 2 External leak (three seals would . . . ver time will decrease ssion-encing wi . Depends on amount of torque Passive - design ressure decrease, wheels Mig eck presssure
PR-1.2.2 oo . ) 1) Physical damage Leaking hydrazine amount of fuel, could damage complete loss of fuel or if e 2 ’ Yes see an unexpected torque (long-  ifrom P3 against N/A N/A
(SV2) (Liquid) have to fail for this to occur) I . . and timing with 3 seals . .
if it impacted the s/c, fuel loss ienough torque is applied term trending) previous reading?
PR-2.3 Tank Internal leak (liquid into gas) .1) Physlcal damage (pinhole leak Unusable propellant that can't be pushed Less fuel overall No effect until s/c runs out iN/A until s/c runs out of usable 2 None No You'd run out of fuel early No N/A N/A N/A
in ) out of the tank of usable fuel fuel
Over time will decrease system m‘:"l’:(':'l‘:s':if"”:ssuram bepends on amount of toraue Pressure decrease, wheels might  iCheck presssure
PR-2.b Tank External leak (pressurant) 1) Physical damage Leaking helium pressure, may torque s/c mp pre: penc q 2 None Yes see an unexpected torque (long-  from P3 against N/A N/A
. or if enough torque is and timing . .
(depends on size of leak) ! term trending) previous reading?
applied
Over time will decrease Mission-ending with Depends on amount of torque Pressure decrease, wheels might iCheck presssure
PR-2.c Tank External leak (fuel) 1) Physical damage Leaking hydrazine amount of fuel, could damage icomplete loss of fuel or if ang timin d 2 None Yes see an unexpected torque (long-  ifrom P3 against N/A N/A
if it impacted the s/c, fuel loss jenough torque is applied 8 term trending) previous reading?
Pressure External leakage (two seals would Over time will decrease Mission-ending with Depends on amount of torque Pressure decrease, wheels might iCheck presssure
PR-3.1.c Traneducer A have to leak in order for thisto 1) Physical damage Leaking hydrazine amount of fuel, could damage icomplete loss of fuel or if angﬁmm a 2 None Yes see an unexpected torque (long-  ifrom P3 against  iN/A N/A N/A
occur) if it impacted the s/c, fuel loss jenough torque is applied J term trending) previous reading?
Lo Yes if it happened at the wrong
1) FODin i Blocked ts all thrust
PR-4.2 Filter 1 (F1) Clogged or blocked ) n I,ne No fuel to thrusters ocked prevents all thruster Mission ending time, but mission is done at that 2 None Yes Thrusters stopped working ? N/A N/A N/A
2) Contaminated propellant use .
point anyway
Lo Yes if it happened at the wrong
1) FODin i Blocked ts all thrust
PR-5.a Orifice 1 (01) Heavy contamination blockage ) " I,ne No fuel to thrusters ocked prevents all thruster Mission ending time, but mission is done at that 2 None Yes Thrusters stopped working ? N/A N/A N/A
2) Contaminated propellant use .
point anyway
External leakage (multiple seals Over time will decrease Mission-ending with Depends on amount of torque Passive - Pressure decrease, wheels might iCheck presssure
PR-7.1.b Latch Valve A would have to fail in order for this i1) Physical damage Leaking hydrazine amount of fuel, could damage icomplete loss of fuel or if am? timin d 2 redundancy ? Yes see an unexpected torque (long-  ifrom P3 against N/A N/A N/A
to happen) if it impacted the s/c, fuel loss ienough torque is applied 8 v term trending) previous reading?
Potentially mission-ending
If Id switch t th d di timing).
. . /e could switc © anorher {depending on timing) Post-burn attitude isn't as
Valve Assembly 1) electrical failure set of thrusters, s/c might be  iMomentum dumps would expected, an electrical issue might Attitude tim -
PR-8.01.3.b (NC Solenoid One or both failed closed 2) FOD Couldn't use thruster ok, depending on speed of be ok with a 2nd set of Yes 2 None Maybe P g ¢
- N . be detectable through expected vs. actual
Valves) 3) Physical issue switch-over and momentum  ithrusters available, but current/voltage sensin
issues are surmountable TCMs would probably need 8 3
to be aborted.
Potentially mission-ending
If Id switch t th d di timing).
/e could switch to another (depending on timing) Post-burn attitude isn't 2s
Valve Assembly set of thrusters, s/c might be  iMomentum dumps would expected, an electrical issue might Attitude tim -
Input (NC Solenoid Bus voltage Couldn't use thruster ok, depending on speed of be ok with a 2nd set of Yes 2 None Maybe pected, 8
N . be detectable through expected vs. actual
Valves) switch-over and momentum  ithrusters available, but current/voltage sensin
issues are surmountable TCMs would probably need 8 3
to be aborted.
Depends on amount of Depends on area affected by
1) Dust damage, but would Depends on area affected | (cBradation/damage - critical
TH-1.1.a Spacecraft MLI Degraded/damaged ) . MLI degraded/damaged. ) 8¢, P . system damaged by high 2 None Yes Component temperature change N/A
2) Optical properties increase/decrease local by degradation/damage.
temperature could lead to an
temperatures. o
umbra violation.
Depends on amount of § . .
. High-temp MLI is not covering
High-te ts 1) Dust d but Id Do d: ffected
TH-1.2.a ‘gh-temperature Degraded/damaged ) ust N MLI degraded/damaged. camage, but wou epends on area atecte equipment that could lead to an 2 None Yes Component temperature change N/A
ML 2) Optical properties increase/decrease local by degradation/damage. -
umbra violation.
temperatures.

Category 1s and 25 - 119 of 317



Solar Probe Plus (SPP) Failure Modes and Effects Analysis (FMEA)

Quick Look
FMEA ID Name Function Failure Mode / Limit / Constraint System Side :Processor Switch i Safe Mode Remediation Helpful Autonomy i  Revisit Comments - KAF
Switch Rule
ME-2.1.1.c MAG Boom Partial deployment
Inputs MAG Boom Electrical fault
_Propulsion
PR-1.1a Service Valve 1 External le.ak (thr.ee sealswould iy, o None None None None None None None None None P3and P4 are not pweredvat the same time, need to Nope
(SV1) (Pressurant) have to fail for this to occur) understand how to determine pressure decrease
Service Valve 2 External leak (three seals would
PR-1.2. Ny N N N N N N N Ny Ny N
a (5v2) (Liquid) have to failfor this to occur) one one one one one one one one one one ope
PR-2.2 Tank Internal leak (liquid into gas) None None None None None None None None None None Nope
PR-2.b Tank External leak (pressurant) None None None None None None None None None None Nope
PR-2.c Tank External leak (fuel) None None None None None None None None None None Nope
Pressure External leakage (two seals would
PR-3.1.c have to leak in order for this to None None None None None None None None None None Nope
Transducer A
occur)
PR-4.a Filter 1 (F1) Clogged or blocked None None None None None None None None None None None
PR-5.a Orifice 1 (01) Heavy contamination blockage None None None None None None None None None None None
External leakage (multiple seals
PR-7.1.b Latch Valve A would have to fail in order for this iNone None None None None None None None None None Nope
to happen)
Valve Assembly /el power to
PR-8.013b (NC Solenoid One or both failed closed vele p
valves
Valves)
Valve Assembly Cycle power to
Input (NC Solenoid Bus voltage yele p
valves
Valves)
Depends on severity of
degradation/damage
TH-1.1.a Spacecraft MLI Degraded/damaged N/A (time required to see
temperature change in
component)
Depends on severity of
. degradation/damage
High-te t
TH-1.2.a N:fl emperature Degraded/damaged N/A (time required to see
temperature change in
component)
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